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## 1. Introduction

Now we have a laboratory to check the AdS/CFT correspondence [1] in a non-BPS region by considering a large spin limit [2]-7]. In this story, the classical rotating string solutions with energies analytic in the 't Hooft coupling divided by the large-spin [3-7] (for a review, see [8]) correspond to composite operators with definite scaling dimensions in a super YangMills (SYM) theory. The diagonalization of the matrix of anomalous dimension can be performed by using the Bethe ansatz because it is remarkably represented by an integrable spin chain hamiltonian [9].

This type of AdS/CFT duality in the non-BPS regime is investigated in each of subsectors of the full superconformal group $P \operatorname{SU}(2,2 \mid 4)$, which is closed under the operator mixing. The $\mathrm{SU}(2)$ 10-12], $\mathrm{SL}(2)$ 11, 13-16], $\mathrm{SU}(2 \mid 3)$ 17, 18] sectors as well as $P \mathrm{SU}(2,2 \mid 4)$ [13] are completely closed under the operator mixing. The $\mathrm{SO}(6)$ [9, 10] and $\mathrm{SU}(3)$ sector $[16,19,20]$ has been shown to be closed under the one-loop renormalization. In particular, the $\mathrm{SU}(2)$ sector has been well studied. The higher-loop contributions are discussed in [21, 22], and the full-loop Bethe ansatz is also proposed in [22]. In both the BMN (near-BPS) and the Frolov-Tseytlin (far-from-BPS) sectors, the results of the perturbative computation in the SYM side have seen a remarkable agreement with those in the string side up to the two-loop level, and the disagreement appears from the three-loop level.

On the other hand, the classical integrability of type IIB superstring on the $\mathrm{AdS}_{5} \times$ $S^{5}$ (23] plays a key role in the correspondence (24). The matching of the spectra and the integrable structures between the string sigma models and the spin chains are confirmed up to and including the two-loop effects in some cases [25] (See also [26]). It is possible to capture the corrections of the half-integer powers of the 't Hooft coupling by investigating the integrable supercoset model $\operatorname{OSp}(2 m+2 \mid 2 m)$, which gives the classical string equation of motion in the $\mathrm{SU}(2)$ sector in the classical limit 27].

It is an interesting problem to generalize the correspondence to the open string cases, and indeed the concern with this topic has been growing. In order to consider the open string sector, we need to insert some D-branes or orientifolds in the bulk $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$. One of such examples is the D3-D7-O7 system, for which the AdS/CFT duality in the near-BPS region is studied in [29, 30], and in the far-from BPS region in [31-34]. Another example is the open strings on giant gravitons, for which the duality in the near-BPS region is studied in [35, 36] and in the far-from BPS region in [37, 38]. In addition, a set of long-range Bethe ansatz equations for open quantum strings on $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ are presented and indeed diagonalized in bosonic $\mathrm{SU}(2)$ and $\mathrm{SL}(2)$ sectors in the near pp-wave limit in 39 .

Except the cases mentioned above, the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$ case is interesting to study. In this paper, we consider open strings on the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$-brane (D5-brane) in the $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$. This setup is proposed by Karch and Randall 40]. This AdS-brane leads to a three-dimensional defect in four-dimensional Minkowski spacetime. The $3-5$ strings supply defect fields which couple to $\mathcal{N}=4$ SYM fields. The presence of the AdS-brane breaks the isometry ( 4 D conformal $\times \mathrm{SO}(6)_{\mathrm{R}}$ symmetry), $\mathrm{SO}(2,4) \times \mathrm{SO}(6) \rightarrow \mathrm{SO}(2,3) \times \mathrm{SO}(3)_{\mathrm{H}} \times \mathrm{SO}(3)_{\mathrm{V}}$, where the $\mathrm{SO}(3)_{\mathrm{H}}$ denotes the isometry of the $\mathrm{S}^{2}$ part of the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$ and the $\mathrm{SO}(2,3)$ implies
the three-dimensional conformal group. The theory on the defect is superconformal and the action has been constructed by DeWolfe-Freedman-Ooguri 41]. The superconformality in the non-abelian case has been shown in 42]. The BMN operator correspondence for open strings in this setup has been shown by Lee and Park [43]. Then the anomalous dimension matrix for the defect composite operators consisting of $\mathrm{SO}(6)$ scalars has been computed by DeWolfe and Mann [44, and it is represented by an integrable open $\mathrm{SO}(6)$ spin chain hamiltonian. In our previous works we concentrate on the $\mathrm{SO}(3)_{\mathrm{H}}$ sector by truncating the $\mathrm{SO}(6)$ sector. In [45], the matching at the level of the effective action is shown by using a coherent state method [46] (For a review of the effective action approach, see 47). In 48], by focusing upon the open pulsating string in the $\mathrm{SO}(3)_{\mathrm{H}}$ sector, the agreement between the energy and the anomalous dimension has been shown at the two-loop level. It has also been shown that the discrepancy starts from the three-loop level. In the gauge theory side, the 'doubling trick' has been discussed on the Riemann surface. The doubling trick also works well for the energy of the open pulsating string solution.

We continue to consider the large-spin limit of the AdS/dCFT correspondence that has been discussed in [45, 48]. In this paper we discuss rotating string solutions in the holomorphic sectors such as the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors, rather than non-holomorphic sectors such as the $\mathrm{SO}(6)$ and the $\mathrm{SO}(3)_{\mathrm{H}}$ sectors. Recall that the $\mathrm{SO}(6)_{\mathrm{R}}$ symmetry is spontaneously broken to $\mathrm{SO}(3)_{\mathrm{H}} \times \mathrm{SO}(3)_{\mathrm{V}}$. Then the four-dimensional conformal symmetry $\mathrm{SO}(2,4)$ is also broken to the three-dimensional conformal symmetry $\mathrm{SO}(2,3)$.

Firstly, we propose the rotating string ansatz for the open string case and specify the boundary conditions to be satisfied. As such open string solutions, we found an elliptic folded and an elliptic circular solutions in the $\mathrm{SU}(2)$ sector, including a rational circular solution as a limiting case of the elliptic circular one. In the $\mathrm{SL}(2)$ sector, we found an elliptic folded solution. We also discuss the generic formulae for the one-loop string energy and the ratio of two spins, both in the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors.

Secondly, we discuss the SYM dual for these solutions. In the $\operatorname{SU}(2)$ sector, we compute the matrix of anomalous dimension of the corresponding defect operators. It is shown to have the same structure as the hamiltonian of an open $\operatorname{SU}(2)$ integrable spin chain. We use the coordinate Bethe ansatz, and discuss the Bethe wavefunction on the open spin chain. The boundary condition of the resulting Bethe wavefunction turns out to be the Dirichlet one, that is fairly consistent with the boundary condition for its string dual whose endpoints sit on the D5-brane.

We also comment on the $\operatorname{SU}(3)$ sector. In contrast to the closed string case, in both the string and the gauge theory sides, the $\mathrm{SU}(3)$ sector is not closed even at the one-loop level in our setup,

This paper is organized as follows: in section 2 we discuss a rotating string ansatz for open strings in the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors and find solutions satisfying the boundary conditions supplied by the D5-brane. In section 3 we compute the matrix of anomalous dimension of the defect composite operator in the $\mathrm{SU}(2)$ sector. The result is represented by an open spin chain hamiltonian with integrable boundaries. In section $\square^{\square}$ we perform the Bethe ansatz via the coordinate approach, obtaining the Bethe wavefunction and the dispersion relation with arbitrary number of impurities. Then we discuss the boundary
condition for the wavefunction, and compare with that for the open string solution in the string theory side. In section 5 we consider the elliptic solutions for the open spin chain, which can be obtained from the symmetric two-cut solutions of the closed spin chain case via the 'doubling trick' technique. This technique is formulated and presented to give the halved version of the 'double contour' and the 'imaginary root' solution, which are well explored in the closed chain case. These solutions for the closed cases are 'opened' to give the elliptic solutions of the open spin chain associated with our dCFT setup. We then solve the Bethe equation in the scaling limit, obtaining a generic formulae for the one-loop anomalous dimension and the filling fraction, as well as the endpoints of the Bethe strings. Section ${ }^{6}$ is devoted to a conclusion and discussions. In appendix $\mathrm{A}^{6}$ we solve the RiemannHilbert problem in the elliptic sector, and present a generic formula for the anomalous dimension at the three-loop level. Some basic of complete elliptic integrals and the integral formulae are also summarized in appendix $B$.

## 2. Open spinning strings

We are interested in open rotating string solutions. To find them we consider the holomorphic sector, rather than non-holomorphic sector where pulsating string or rotating pulsating string solutions are allowed. In the open string case, the presence of D-branes leads to a spontaneous symmetry breaking, and so we need to take account of it into the rotating string ansatz. As a matter of course, boundary conditions should be also satisfied.

First we will fix the coordinate system that is available in our setup. Then rotating string ansatze are proposed both in $\mathrm{SU}(2)$ and $\mathrm{SL}(2)$ sectors to find open rotating string solutions with two spins satisfying the boundary conditions. In the $\mathrm{SU}(2)$ sector, we will find the elliptic folded, the elliptic circular and the rational circular open string solutions. In the $\mathrm{SL}(2)$ sector, on the other hand, the elliptic folded string solution is allowed.

### 2.1 The coordinate system

We consider the near-horizon limit of the D3/D5 system. The AdS/CFT study for this system has been developed in [40, 41]. The probe D5-brane lives on an $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$ subspace of $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$, and the spacetime coordinates occupied by these branes are as follows:

|  | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{8}$ | $x_{9}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D3 | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\times$ | $\times$ | $\times$ | $\bigcirc$ | $\times$ | $\times$ | $\times$ |
| D5 | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\times$ | $\times$ | $\times$ | $\times$ |

Then the near-horizon geometry is described by the coordinates $\left(t_{\mathrm{M}}, \vec{y}\right) \equiv\left(x_{0}, x_{1}, x_{2}\right)$, $x \equiv x_{6}, u$ (radial coordinate) and the five angles ( $\Psi, \phi, \varphi, \chi, \varsigma$ ):

$$
\begin{array}{lll}
x_{3}=u \cos \Psi \sin \phi \cos \varphi, & x_{4}=u \cos \Psi \sin \phi \sin \varphi, & x_{5}=u \cos \Psi \cos \phi, \\
x_{7}=u \sin \Psi \sin \chi \cos \varsigma, & x_{8}=u \sin \Psi \sin \chi \sin \varsigma, & x_{9}=u \sin \Psi \cos \chi . \tag{2.1}
\end{array}
$$

In this setup the D5-brane sits at $x=\Psi=0$, filling the $\mathrm{AdS}_{4}$ defined by the coordinates $u, t_{\mathrm{M}}, \vec{y}$ and wrapping the $\mathrm{S}^{2}$ parameterized by $\phi$ and $\varphi$. The metric for the near-horizon
geometry in this coordinate system is

$$
\begin{align*}
d s_{\mathrm{AdS}}^{5} & =R^{2}\left[\frac{d u^{2}}{u^{2}}+u^{2}\left(-d t_{\mathrm{M}}^{2}+d \vec{y}^{2}+d x^{2}\right)\right], \quad \vec{y}=\left(y^{1}, y^{2}\right)  \tag{2.2}\\
d s_{\mathrm{S}^{5}}^{2} & =R^{2}\left[d \Psi^{2}+\cos ^{2} \Psi\left(d \phi^{2}+\sin ^{2} \phi d \varphi^{2}\right)+\sin ^{2} \Psi\left(d \chi^{2}+\sin ^{2} \chi d \varsigma^{2}\right)\right] \tag{2.3}
\end{align*}
$$

with $R^{4}=4 \pi \alpha^{\prime 2} g_{\mathrm{s}} N$.
We should remind that the physical target-space interpretation of the solutions depends on a particular choice of the coordinates. As is the case with the closed string, for our purpose to study the open strings on the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$, the following global coordinate system is useful:

$$
\begin{array}{ll}
Y_{1}+i Y_{2} \equiv s_{1} e^{i \phi_{1}}=\sinh \rho \cos \theta e^{i \phi_{1}}, & X_{1}+i X_{2} \equiv r_{1} e^{i \varphi_{1}}=\sin \gamma \cos \psi e^{i \varphi_{1}}, \\
Y_{3}+i Y_{4} \equiv s_{2} e^{i \phi_{2}}=\sinh \rho \sin \theta e^{i \phi_{2}}, & X_{3}+i X_{4} \equiv r_{2} e^{i \varphi_{2}}=\sin \gamma \sin \psi e^{i \varphi_{2}}, \\
Y_{5}+i Y_{0} \equiv s_{0} e^{i t}=\cosh \rho e^{i t} . & X_{5}+i X_{6} \equiv r_{3} e^{i \varphi_{3}}=\cos \gamma e^{i \varphi_{3}} . \tag{2.6}
\end{array}
$$

Here $Y_{P}(P=0, \ldots, 5)$ and $X_{M}(M=1, \ldots, 6)$ are the embedding coordinates of $\mathrm{AdS}_{5}$ and $S^{5}$, respectively. For this coordinate system, the metric of the $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ is written as

$$
\begin{align*}
d s_{\mathrm{AdS}_{5}}^{2} & =R^{2}\left[d \rho^{2}-\cosh ^{2} \rho d t^{2}+\sinh ^{2} \rho\left(d \theta^{2}+\cos ^{2} \theta d \phi_{1}^{2}+\sin ^{2} \theta d \phi_{2}^{2}\right)\right],  \tag{2.7}\\
d s_{\mathrm{S}^{5}}^{2} & =R^{2}\left[d \gamma^{2}+\cos ^{2} \gamma d \varphi_{3}^{2}+\sin ^{2} \gamma\left(d \psi^{2}+\cos ^{2} \psi d \varphi_{1}^{2}+\sin ^{2} \psi d \varphi_{2}^{2}\right)\right] \tag{2.8}
\end{align*}
$$

for the $\mathrm{AdS}_{5}$ and the $\mathrm{S}^{5}$ part respectively.
Now let us see where the D5-brane is sitting in the present coordinate system (2.7) and (2.8). Note that the metric (2.2) can be obtained from (2.7) by the following transformation,

$$
\begin{align*}
& Y_{1}=i u t_{\mathrm{M}}, \quad Y_{i}=u x^{i} \quad \text { where } \quad x^{i}=(\vec{y}, x) \quad(i=2,3,4),  \tag{2.9}\\
& Y_{0}=\frac{i}{2 u}\left[1-u^{2}\left(1-\vec{x}^{2}+t_{\mathrm{M}}^{2}\right)\right], \quad Y_{5}=\frac{1}{2 u}\left[1+u^{2}\left(1+\vec{x}^{2}-t_{\mathrm{M}}^{2}\right)\right], \tag{2.10}
\end{align*}
$$

which is embedded in the six-dimensional flat space,

$$
\begin{equation*}
d s^{2}=R^{2}\left(-d Y_{0}^{2}-d Y_{5}^{2}+\sum_{i=1}^{4} d Y_{i}^{2}\right) \quad \text { with } \quad Y_{0}^{2}+Y_{5}^{2}-\sum_{i=1}^{4} Y_{i}^{2}=1 \tag{2.11}
\end{equation*}
$$

Thus in the AdS space, we may take the position of the D5-brane as $\phi_{2}=0$ without loss of generality. In the $S^{5}$ part, we may identify the location of the brane as $\psi=\varphi_{3}=0$.

Finally, the metric of embedding space of the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$ where our D5-brane (in the near-horizon limit) lives is given by

$$
\begin{equation*}
d s_{\mathrm{AdS}_{4} \times \mathrm{S}^{2}}^{2}=R^{2}\left[d \rho^{2}-\cosh ^{2} \rho d t^{2}+\sinh ^{2} \rho\left(d \theta^{2}+\cos ^{2} \theta d \phi_{1}^{2}\right)+d \gamma^{2}+\sin ^{2} \gamma d \varphi_{1}^{2}\right] . \tag{2.12}
\end{equation*}
$$

### 2.2 String sigma model action of open string on $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$

The string sigma model for an open string is given by

$$
\begin{equation*}
S=\frac{\sqrt{\lambda}}{2} \int d \tau \int_{0}^{\pi} \frac{d \sigma}{\pi}\left[\mathcal{L}_{\mathrm{AdS}_{5}}+\mathcal{L}_{\mathrm{S}^{5}}\right] \tag{2.13}
\end{equation*}
$$

where $R^{2} / \alpha^{\prime}$ is rewritten in terms of the 't Hooft coupling $\lambda$ via the fundamental relation of the AdS/CFT correspondence, $R^{4} / \alpha^{\prime 2}=N g^{2} \equiv \lambda$, and the lagrangians for the $\mathrm{AdS}_{5}$ and the $S^{5}$ are given by

$$
\begin{align*}
\mathcal{L}_{\mathrm{AdS}_{5}} & =-\frac{1}{2} \eta^{P Q} \partial_{a} Y_{P} \partial^{a} Y_{Q}+\frac{1}{2} \widetilde{\Lambda}\left(\eta^{P Q} Y_{P} Y_{Q}+1\right)  \tag{2.14}\\
\mathcal{L}_{\mathrm{S}^{5}} & =-\frac{1}{2} \partial_{a} X_{M} \partial^{a} X_{M}+\frac{1}{2} \Lambda\left(X_{M} X_{M}-1\right) \tag{2.15}
\end{align*}
$$

The index $a$ denotes the world-sheet coordinates $(\tau, \sigma)$ and $\eta^{P Q}=(-1,+1,+1,+1,+1,-1)$. The functions $\widetilde{\Lambda}$ and $\Lambda$ are the Lagrange multipliers which depend on $\tau$ and $\sigma$. As in the closed string case, we use the usual conformal gauge and so the action (2.13) is supplemented with the Virasoro conditions to ensure the vanishing of the total two-dimensional energy-momentum tensor:

$$
\begin{align*}
& \eta^{P Q}\left(\dot{Y}_{P} \dot{Y}_{Q}+Y_{P}^{\prime} Y_{Q}^{\prime}\right)+\dot{X}_{M} \dot{X}_{M}+X_{M}^{\prime} X_{M}^{\prime}=0  \tag{2.16}\\
& \eta^{P Q} \dot{Y}_{P} Y_{Q}^{\prime}+\dot{X}_{M} X_{M}^{\prime}=0 \tag{2.17}
\end{align*}
$$

where the dot and the prime denote $\partial_{\tau}$ and $\partial_{\sigma}$, respectively.
We can obtain the sigma model charges as

$$
\begin{equation*}
S_{P Q}=\frac{\sqrt{\lambda}}{2} \int_{0}^{\pi} \frac{d \sigma}{\pi}\left(Y_{P} \dot{Y}_{Q}-Y_{Q} \dot{Y}_{P}\right), \quad J_{M N}=\frac{\sqrt{\lambda}}{2} \int_{0}^{\pi} \frac{d \sigma}{\pi}\left(X_{M} \dot{X}_{N}-X_{N} \dot{X}_{M}\right) \tag{2.18}
\end{equation*}
$$

The only difference from the closed string case is the range of $\sigma$, which now runs from 0 to $\pi$. Then the AdS energy $E$, the $\operatorname{AdS}$ spins $S_{1}$ and $S_{2}$, and the $\mathrm{S}^{5}$ spins $J_{1}, J_{2}$ and $J_{3}$ associated with the shifts of $t, \phi_{1}, \phi_{2}, \varphi_{1}, \varphi_{2}$ and $\varphi_{3}$, respectively, are given by

$$
\begin{array}{lll}
E=S_{50}=\sqrt{\lambda} \mathcal{E}, & S_{1}=S_{12}=\sqrt{\lambda} \mathcal{S}_{1}, & S_{2}=S_{34}=\sqrt{\lambda} \mathcal{S}_{2} \\
J_{1}=J_{12}=\sqrt{\lambda} \mathcal{J}_{1}, & J_{2}=J_{34}=\sqrt{\lambda} \mathcal{J}_{2}, & J_{3}=J_{56}=\sqrt{\lambda} \mathcal{J}_{3} \tag{2.20}
\end{array}
$$

Now we consider the boundary effects. The action (2.13) has an $\mathrm{SO}(2,4) \times \mathrm{SO}(6)$ global symmetry, but it is spontaneously broken to $\mathrm{SO}(2,3) \times \mathrm{SO}(3)_{\mathrm{H}} \times \mathrm{SO}(3)_{\mathrm{V}}$ due to the presence of the AdS-brane. We remark that the charge densities of $S_{2}, J_{2}$ and $J_{3}$ should vanish at the boundaries. Here we should also comment on the three-dimensional conformal group $\mathrm{SO}(2,3)$. The four-dimensional conformal group $\mathrm{SO}(2,4)$ is generated by

$$
\begin{equation*}
S_{\mu \nu}=M_{\mu \nu}, \quad S_{\mu 4}=\frac{1}{2}\left(K_{\mu}-P_{\mu}\right), \quad S_{\mu 5}=\frac{1}{2}\left(K_{\mu}+P_{\mu}\right), \quad S_{54}=D \tag{2.21}
\end{equation*}
$$

where $\mu, \nu=0,1,2,3$. The generators $M_{\mu \nu}, P_{\mu}, K_{\mu}$ and $D$ are representation of 4D rotation, 4D translation, special conformal and dilatation respectively. One can identify
the standard spin with $S_{1}=S_{12}=M_{12}$, and the second (conformal) spin with $S_{2}=$ $S_{34}=\frac{1}{2}\left(K_{3}-P_{3}\right)$. The conformal energy is the rotation generator in the 0-5 plane, i.e., the AdS energy $E=S_{05}=\frac{1}{2}\left(K_{0}+P_{0}\right)$. As we have mentioned above, the fourdimensional conformal group $(\operatorname{dim}(\operatorname{SO}(2,4))=15)$ is spontaneously broken to the threedimensional conformal group $(\operatorname{dim}(\mathrm{SO}(2,3))=10)$. Concretely speaking, $S_{34}$ and $S_{35}$ as well as $M_{03}, M_{13}, M_{23}$ are broken. In particular, the broken $S_{34}$ and $S_{35}$ imply the broken $P_{3}$ and $K_{3}$. As a result, $S_{2}$ is also broken. These results reflect the vanishing $\phi_{2}$ on the AdS-brane.

The crucially different point is, as compared to the closed string case, that the open strings on a D-brane (without coupling to a gauge field on the brane) should satisfy either Neumann or Dirichlet boundary condition at their endpoints. Since the D-brane sits on $\phi_{2}=0$ in the $\mathrm{AdS}_{5}$ and $\psi=\varphi_{3}=0$ in the $\mathrm{S}^{5}$ as we have already mentioned, the angular variables $\phi_{2}, \psi$ and $\varphi_{3}$ should vanish at both $\sigma=0$ and $\pi$ :

$$
\begin{equation*}
\left.\phi_{2}(\tau, \sigma)\right|_{\sigma=0, \pi}=0 \quad \text { and }\left.\quad \psi(\tau, \sigma)\right|_{\sigma=0, \pi}=\left.\varphi_{3}(\tau, \sigma)\right|_{\sigma=0, \pi}=0 \tag{2.22}
\end{equation*}
$$

We are interested in classical solutions of the sigma model (2.13) satisfying (2.22) .
Here recall that an open string is reduced to half of a closed string via the doubling trick. If we find open string solutions, then those may be related to the solutions of the closed string sigma model via the doubling trick. But the inverse argument does not hold generally. All of the closed string solutions do not lead to open string solutions. Some of the closed string solutions can be 'opened' to satisfy the boundary conditions (2.22) and others not. We argue that if and only if the folding number of the folded string or the winding number of the circular string takes an even integer value, such closed string solutions can be split into two open string solutions in our brane setup. This condition for the doubling trick to work can also be found in the gauge theory side. We will make a sufficient argument on this point later in section 5.1.

### 2.3 Rotating string ansatz and sigma model charges

We are interested in the string solutions whose energy can be expanded regularly in powers of $\lambda / J^{2}$. They can be obtained by imposing appropriate ansatz on the string sigma model action.

## Field equations and Virasoro constraints

In the elliptic sectors where the angular variables $\phi_{a}$ and $\varphi_{i}$ depend only on $\tau$, the original $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ Neumann-Rosochatius system reduces to the sum of two Neumann systems, namely one for the $\mathrm{AdS}_{5}$ and the other for the $S^{5}[8]$. Then the equations of motion in terms of the global coordinates completely decouple into two Neumann systems; one for the $(\rho, \theta)$-system,

$$
\begin{align*}
& \text { for } \quad \rho, \quad \rho^{\prime \prime}-\sinh \rho \cosh \rho\left(\kappa^{2}+\theta^{2}-\omega_{1}^{2} \cos ^{2} \theta-\omega_{2}^{2} \sin ^{2} \theta\right)=0  \tag{2.23}\\
& \text { for } \quad \theta, \quad\left(\sinh ^{2} \rho \theta^{\prime}\right)^{\prime}-\left(\omega_{1}^{2}-\omega_{2}^{2}\right) \sinh ^{2} \rho \sin \theta \cos \theta=0 \tag{2.24}
\end{align*}
$$

and the other for the $(\gamma, \psi)$-system,

$$
\begin{array}{ll}
\text { for } & \gamma, \\
\text { for } & \gamma^{\prime \prime}-\sin \gamma \cos \gamma\left(w_{3}^{2}+\psi^{\prime 2}-w_{1}^{2} \cos ^{2} \psi-w_{2}^{2} \sin ^{2} \psi\right)=0,  \tag{2.26}\\
\left.\sin ^{2} \gamma \psi^{\prime}\right)^{\prime}-\left(w_{1}^{2}-w_{2}^{2}\right) \sin ^{2} \gamma \sin \psi \cos \psi=0 .
\end{array}
$$

Coupled as above at the level of the field equations, those four angular variables are subject to one nontrivial Virasoro constraint,

$$
\begin{align*}
& \rho^{\prime 2}-\kappa^{2} \cosh ^{2} \rho+\sinh ^{2} \rho\left(\theta^{\prime 2}+\omega_{1}^{2} \cos ^{2} \theta+\omega_{2}^{2} \sin ^{2} \theta\right) \\
& +\gamma^{\prime 2}+w_{3}^{2} \cos ^{2} \gamma+\sin ^{2} \gamma\left(\psi^{\prime 2}+w_{1}^{2} \cos ^{2} \psi+w_{2}^{2} \sin ^{2} \psi\right)=0 . \tag{2.27}
\end{align*}
$$

In both $\mathrm{SU}(2)$ and $\mathrm{SL}(2)$ sectors, there is a rotating string solution called a folded string, which has a topology of an interval. The folded string in the $\mathrm{SU}(2)$ sector and the one in the $\mathrm{SL}(2)$ sector are related via an 'analytic continuation' of global coordinates, as we will see below. In the $\operatorname{SU}(2)$ sector, there is another kind of elliptic solution known as a circular string which has a topology of a circle, and it generally winds around the great circle of the $\mathrm{S}^{5}$. This circular solution includes a rational circular solution as a certain limit.

In the following, we will see each of the solutions in turn.

## Elliptic folded/circular open strings in $\mathrm{SU}(2)$ sector

The elliptic folded open string in the $\mathrm{SU}(2)$ sector is stretched in the $\psi$-direction within the equator $\gamma=\pi / 2$ of $\mathrm{S}^{5}$ and rotates around its collocated endpoints with angular momentum (or 'spin') $J_{2}$. The endpoints move along another orthogonal great circle of $S^{5}$ with the $\operatorname{spin} J_{1}$.

On the other hand, the elliptic circular open string wraps around the equator $\gamma=\pi / 2$ of $\mathrm{S}^{5}$. In this circular case, two endpoints have the $\psi$-coordinate in common at $\psi=0$, which is the location of the D5-brane in $S^{5}$, whereas the $\varphi_{i}$-coordinates may be different between them, thus it can be distinguished from the elliptic circular closed string.

The rotating string ansatz for both types of the elliptic strings (folded/circular) in the $\mathrm{SU}(2)$ sector is as follows:

$$
\begin{array}{rllll}
\operatorname{AdS}_{5} \text { side: } & \rho=0, & \theta=0, & \phi_{1}=0, & \phi_{2}=0, \\
S^{5} \text { side: } & \gamma=\frac{\pi}{2}, & \psi=\psi(\sigma), & \varphi_{1}=w_{1} \tau, & \varphi_{2}=w_{2} \tau, \tag{2.29}
\end{array}, \varphi_{3}=0 .
$$

This ansatz is endowed with the following boundary condition,

$$
\begin{equation*}
\psi(0)=\psi(\pi)=0, \tag{2.30}
\end{equation*}
$$

instead of the periodic condition of the closed case. With the ansatz (2.28), the $\mathrm{AdS}_{5}$ - and $S^{5}$-charges become

$$
\begin{align*}
& \mathcal{S}_{1}=0, \quad \mathcal{S}_{2}=0, \quad \mathcal{E}=\kappa ;  \tag{2.31}\\
& \mathcal{J}_{1}=w_{1} \int_{0}^{\pi} \frac{d \sigma}{\pi} \cos ^{2} \psi, \quad \mathcal{J}_{2}=w_{2} \int_{0}^{\pi} \frac{d \sigma}{\pi} \sin ^{2} \psi, \quad \mathcal{J}_{3}=0 . \tag{2.32}
\end{align*}
$$

Integrating the field equation (2.26) once, we obtain

$$
\begin{equation*}
\psi^{\prime 2}=\left(w_{2}^{2}-w_{1}^{2}\right)\left(C-\sin ^{2} \psi\right) \tag{2.33}
\end{equation*}
$$

where $C$ is an integration constant. The arguments we have held so far are valid for both folded and circular string solutions; the topology of the open string depends completely on the value of $C$.

Let us first see the $0<C<1$ case. In this case we can set $C \equiv \sin ^{2} \psi_{0}$. Then from (2.33), we obtain

$$
\begin{equation*}
\psi^{\prime}= \pm \sqrt{\left(w_{2}^{2}-w_{1}^{2}\right)\left(\sin ^{2} \psi_{0}-\sin ^{2} \psi\right)} \tag{2.34}
\end{equation*}
$$

where we assumed $\left|w_{2}\right| \geq\left|w_{1}\right|$. This is an elliptic folded open string folded in the interval $\psi \in\left[0, \psi_{0}\right]$. The charges are calculated by using the condition (2.34) as

$$
\left\{\begin{array}{l}
\mathcal{J}_{1}  \tag{2.35}\\
\mathcal{J}_{2}
\end{array}\right\}=\left\{\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right\} \int_{0}^{\psi_{0}} \frac{2 n d \sigma}{\pi}\left\{\begin{array}{l}
\cos ^{2} \psi(\sigma) \\
\sin ^{2} \psi(\sigma)
\end{array}\right\} / \sqrt{\left(w_{2}^{2}-w_{1}^{2}\right)\left(\sin ^{2} \psi_{0}-\sin ^{2} \psi(\sigma)\right)} .
$$

which can be expressed via complete elliptic integrals of the first and the second, as we will see in section 2.4. Here the integer $n$ counts how many times the open string repeats the period $\psi=0 \rightarrow \psi_{0} \rightarrow 0$. For example, the folding number $1,3 / 2,2$ corresponds to those have the shape of ">", "Z", " $\Sigma$ ", respectively. Hence the $n$-folded open string consists of $2 n$ segments. For example, when $n=1, \psi(\sigma)$ increases from 0 to $\psi_{0}$ when $\sigma$ increases from 0 to $\pi / 2$, and then decreases back toward $\psi=0$ when $\sigma$ goes on to $\pi$. This is just the half trajectory of the closed string case. The radial coordinates for an elliptic folded open string in the $\mathrm{SU}(2)$ sector are given by

$$
\begin{align*}
& r_{1}(\sigma ; n ; x)=\cos \psi(\sigma)=\operatorname{dn}\left(\frac{2 n}{\pi} \mathbf{K}(1-x) \sigma, 1-x\right)  \tag{2.36}\\
& r_{2}(\sigma ; n ; x)=\sin \psi(\sigma)=\sqrt{1-x} \operatorname{sn}\left(\frac{2 n}{\pi} \mathbf{K}(1-x) \sigma, 1-x\right) \tag{2.37}
\end{align*}
$$

(a)

(b)
(c)


Figure 1: Open spinning string solutions in far-from-BPS (Frolov-Tseytlin) sector; (a): elliptic folded open string in the $\mathrm{SU}(2)$ sector, (b): elliptic circular open string in the $\mathrm{SU}(2)$ sector, (c): elliptic folded open string in the $\mathrm{SL}(2)$ sector. Here "B.C." stands for the boundary condition.
where $\sigma$ runs from 0 to $\pi$. Here $x \in[0,1]$ is the elliptic moduli for the folded string which has the following geometrical interpretation, ${ }^{1}$

$$
\begin{equation*}
x=\cos ^{2} \psi_{0} \tag{2.38}
\end{equation*}
$$

where $\psi_{0}$ is the maximum value of $\psi$ for the folded string in $S^{5}$.
On the other hand, an open elliptic circular string appears when $C>1$. In this case, the radii are given by

$$
\begin{align*}
& r_{1}(\sigma ; n ; y)=\cos \psi(\sigma)=\operatorname{cn}\left(\frac{2 n}{\pi} \mathbf{K}(y) \sigma, y\right),  \tag{2.39}\\
& r_{2}(\sigma ; n ; y)=\sin \psi(\sigma)=\operatorname{sn}\left(\frac{2 n}{\pi} \mathbf{K}(y) \sigma, y\right), \tag{2.40}
\end{align*}
$$

with $y \in[0,1]$. This time the elliptic moduli $y$ controls the distribution of the energy density in the open string, and the integer $n$ counts how many times the open string winds around the equator of $\gamma=0$ in the $\psi$-direction. As is obvious from (2.39) and (2.40), only even- $n$ cases can satisfy the B.C. (2.30) for our open strings. We also note that the position vector $\vec{r}=\left(r_{1}, r_{2}\right)$ for both the folded and the circular strings are invariant under the shift $\sigma \mapsto \sigma+\pi$ for the even- $n$ cases, which we can see from eqs. (B.14)-(B.16).

Clearly, in both folded and circular cases, the doubling trick in terms of the energy-spin relation reads

$$
\begin{equation*}
\delta_{(\mathrm{o})}\left(J_{1}^{(\mathrm{o})}, J_{2}^{(\mathrm{o})}\right)=\frac{1}{2} \delta_{(\mathrm{c})}\left(J_{1}^{(\mathrm{c})}, J_{2}^{(\mathrm{c})}\right), \quad J_{i}^{(\mathrm{c})}=2 J_{i}^{(\mathrm{o})} \quad(i=1,2), \tag{2.41}
\end{equation*}
$$

where the sub- and the super-scripts "c" and "o" indicate the charges of closed and open strings, respectively.

## Rational circular open string in $\mathrm{SU}(2)$ sector

A rational circular string appears in the limit $y \rightarrow 0$ of the elliptic circular string:

$$
\begin{equation*}
\left(r_{1}(\sigma ; n ; y), r_{2}(\sigma ; n ; y)\right) \quad \xrightarrow[y \rightarrow 0]{\longrightarrow} \quad(\cos n \sigma, \sin n \sigma) \tag{2.42}
\end{equation*}
$$

Obviously, only for even $n$, this solution makes sense as an open string satisfying the boundary condition (2.30). This type of string solution can be also realized as the equal two-spin limit of the so-called 'constant radii' ( $r_{i}=$ const.) solution in the $\mathrm{SU}(2)$ sector via a global $\operatorname{SU}(2)$ rotation, see the arguments below (2.60).

## Elliptic folded open string in $\mathrm{SL}(2)$ sector

In the $\mathrm{SL}(2)$ sector, we consider the following two-spin ansatz:

$$
\begin{array}{rlllll}
\operatorname{AdS}_{5} \text { side: } & \rho=\rho(\sigma), & \theta=0, & \phi_{1}=\omega_{1} \tau, & \phi_{2}=0, & t=\kappa \tau ; \\
S^{5} \text { side: } & \gamma=\frac{\pi}{2}, & \psi=0, & \varphi_{1}=w_{1} \tau, & \varphi_{2}=0, & \varphi_{3}=0 . \tag{2.44}
\end{array}
$$

[^0]With this ansatz, we can construct the elliptic folded open string which is stretched in the $\rho$ direction of $\mathrm{AdS}_{5}$ and rotates around its collocated endpoints with spin $S_{1}$. The endpoints also move in the $S^{5}$ side with the spin $J_{1}$, along one of the great circle. In contrast to the $\mathrm{SU}(2)$ case, the boundary conditions supplied by the D-brane are automatically satisfied within the ansatz (2.44). The charges in this sector are given by

$$
\begin{align*}
& \mathcal{S}_{1}=\omega_{1} \int_{0}^{\pi} \frac{d \sigma}{\pi} \sinh ^{2} \rho(\equiv \mathcal{S}), \quad \mathcal{S}_{2}=0, \quad \mathcal{E}=\kappa \int_{0}^{\pi} \frac{d \sigma}{\pi} \cosh ^{2} \rho ;  \tag{2.45}\\
& \mathcal{J}_{1}=w_{1}(\equiv \mathcal{J}), \quad \mathcal{J}_{2}=0, \quad \mathcal{J}_{3}=0 . \tag{2.46}
\end{align*}
$$

These charges can be written in terms of the moduli $x \in[1, \infty)$, which indicates the maximum value of $\rho$ (which we denote $\rho_{0}$ ) by the relation

$$
\begin{equation*}
x=\cosh ^{2} \rho_{0} . \tag{2.47}
\end{equation*}
$$

One important observation [6, 11] is that, when we reduce the equations of motion and the Virasoro constraints according to our ansatze for the $\operatorname{SU}(2)(2.28)$ and the $\operatorname{SL}(2)$ (2.44) sector, they map to themselves via the following set of transformations,

$$
\begin{array}{ccccc}
\mathrm{SL}(2): & \rho & \omega_{1} & \kappa & w_{1}  \tag{2.48}\\
& \mathfrak{\imath} & \mathfrak{l} & \mathfrak{l} & \mathfrak{l} \\
\mathrm{SU}(2): & i \psi & -w_{2} & -w_{1} & -\kappa
\end{array} .
$$

This can be regarded as a kind of 'analytic continuation' between the two metrics (2.7) and (2.8). We can see that the charges in the $\operatorname{SL}(2)$ sector are related to those in the $\mathrm{SU}(2)$ sigma model via the following analytic continuation:


Note that, in this $\operatorname{SL}(2)$ sector, the $\rho$-coordinates do not have to start with or end with $\rho=0$ as $\sigma$ increases from 0 to $\pi$, but we impose these constraints, so that the open string approaches point-like (BPS) string in the limit $\mathcal{S}-\mathcal{E} \rightarrow 0$.

### 2.4 One-loop string energy and ratio of spins

In the string theory side we expand the classical energy in powers of $\lambda$ divided by the large-spin squared, e.g.,

$$
\begin{equation*}
E\left(J_{1}, J_{2}\right)=J\left[1+\frac{\lambda}{J^{2}} \epsilon^{(1)}\left(\frac{J_{2}}{J}\right)+\frac{\lambda^{2}}{J^{4}} \epsilon^{(2)}\left(\frac{J_{2}}{J}\right)+\ldots\right], \tag{2.50}
\end{equation*}
$$

with $J \equiv J_{1}+J_{2}$ for the $\mathrm{SU}(2)$ sector, and

$$
\begin{equation*}
E(S, J)=S+J\left[1+\frac{\lambda}{J^{2}} \epsilon^{(1)}\left(\frac{S}{J}\right)+\frac{\lambda^{2}}{J^{4}} \epsilon^{(2)}\left(\frac{S}{J}\right)+\ldots\right], \tag{2.51}
\end{equation*}
$$

with $S \equiv S_{1}$ and $J \equiv J_{1}$ for the $\mathrm{SL}(2)$ sector.
From now on we present the general expression for the one-loop energy $\delta_{\mathrm{s}} \equiv \epsilon^{(1)} \lambda / J$, and then reduce it to obtain a particular string solution such as folded and circular strings.

## Generic form

The 'ratio-of-spins' and the one-loop (in $\lambda$ ) string energy of the generic elliptic open string can be written as

$$
\begin{equation*}
\alpha_{\mathrm{s}}(x)=\frac{\mathbf{E}(x)+i(\mathbf{E}(1-x)-\mathbf{K}(1-x))}{\mathbf{K}(x)-i \mathbf{K}(1-x)} \tag{2.52}
\end{equation*}
$$

and

$$
\begin{align*}
\delta_{\mathrm{S}}(n ; x)=- & \frac{n^{2} \lambda}{2 \pi^{2} J}(-\mathbf{K}(x)+i \mathbf{K}(1-x)) \\
& \times[\mathbf{E}(x)+i(\mathbf{E}(1-x)-\mathbf{K}(1-x))(-\mathbf{K}(x)+i \mathbf{K}(1-x))] \tag{2.53}
\end{align*}
$$

respectively, where the moduli $x$ of the complete elliptic integrals takes a real value in $[0,1]$. Here the ratio-of-spins $\alpha_{\mathrm{s}}$ represents the ratio of $\mathcal{J}_{2}$ to the total spin $\mathcal{J}_{1}+\mathcal{J}_{2}$ for the $\left(J_{1}, J_{2}\right)$-solution in the $\mathrm{SU}(2)$ sector, whereas in the $\mathrm{SL}(2)$ sector where we consider $(S, J)$-solution, it plays the role of the ratio of $\mathcal{J}$ to $\mathcal{S}$ multiplied by -1 .

## Elliptic folded open string

Let us see the case of the folded open string solution in the $\mathrm{SU}(2)$ sector. The ratio-ofspins and the one-loop (in $\lambda$ ) energy of the elliptic folded open string are obtained from the generic formulae (2.52) and (2.53) by analytic continuing them past $x=0$, which lead to

$$
\begin{equation*}
\alpha_{\text {fold }}(x)=1-\frac{\mathbf{E}(1-x)}{\mathbf{K}(1-x)} \tag{2.54}
\end{equation*}
$$

for the ratio-of-spins, and

$$
\begin{equation*}
\delta_{\text {fold }}(n ; x)=-\frac{n^{2} \lambda}{2 \pi^{2} J} \mathbf{K}(1-x)[-\mathbf{E}(1-x)+x \mathbf{K}(1-x)] \tag{2.55}
\end{equation*}
$$

for the energy, respectively. When $n=2$, the open string repeats the period of $\psi=$ $0 \rightarrow \psi_{0} \rightarrow 0$ twice, and the energy equals to that of the folded closed string solution whose $\psi$-coordinate changes $0 \rightarrow \psi_{0} \rightarrow 0 \rightarrow-\psi_{0} \rightarrow 0$ as $\sigma$ runs from 0 to $2 \pi$. Namely, $\delta_{\text {fold }}\left(n=2 ; 1-x_{0}\right)$ and $\alpha_{\text {fold }}\left(1-x_{0}\right)$ are equal to eq. (2.7) of 11.

The folded open string in the $\mathrm{SL}(2)$ sector has almost the same expressions as (2.54) and (2.55), only to multiply an extra minus sign in both the energy and the ratio-of-spins, i.e.,

$$
\begin{align*}
\widetilde{\alpha}_{\text {fold }}(z) & =-1+\frac{\mathbf{E}(1-z)}{\mathbf{K}(1-z)}  \tag{2.56}\\
\widetilde{\delta}_{\text {fold }}(n ; z) & =\frac{n^{2} \lambda}{2 \pi^{2} J} \mathbf{K}(1-z)[-\mathbf{E}(1-z)+z \mathbf{K}(1-z)] \tag{2.57}
\end{align*}
$$

Again, $\widetilde{\delta}_{\text {fold }}\left(n=2 ; 1-x_{0}\right)$ and $\widetilde{\alpha}_{\text {fold }}\left(1-x_{0}\right)$ are equal to eq. (B.18) and (B.19) of 11 .

## Elliptic circular open string

The ratio-of-spins and the one-loop energy of the elliptic circular string are obtained by the following procedure. First, let us analytically continue the generic function (2.52) and (2.53) past $x=1$, and perform a modular transformation making use of the relations (B.4)-(B.5). This gives

$$
\begin{equation*}
\alpha_{\text {circ }}(y)=\frac{\mathbf{E}(y)-(1-y) \mathbf{K}(y)}{y \mathbf{K}(y)} \tag{2.58}
\end{equation*}
$$

for the ratio-of-spins, and

$$
\begin{equation*}
\delta_{\text {circ }}(n ; y)=\frac{2 n^{2} \lambda}{\pi^{2} J} \mathbf{E}(y) \mathbf{K}(y) \tag{2.59}
\end{equation*}
$$

for the one-loop energy, where the new moduli is related to the old one via $y=1 / x \in[0,1]$.
In this circular case, contrast to the folded case, the integer $n$ counts how many times the open string winds around the equator. Thus $\delta_{\text {circ }}(n ; y)$ is equal to the energy of the closed string solution with winding number $n$, which is $n^{2}$ times eq. (D.9) of (11.). ${ }^{2}$

## Rational circular open string

Let us take the rational limit $y \rightarrow 0$ in the ratio-of-spins (2.58) and the one-loop energy (2.59). We have

$$
\begin{equation*}
\alpha_{\text {circ }}(y) \underset{y \rightarrow 0}{\longrightarrow} \quad \frac{1}{2}, \quad \delta_{\text {circ }}(n, y) \quad \underset{y \rightarrow 0}{\longrightarrow} \quad \frac{n^{2} \lambda}{2 J}, \tag{2.60}
\end{equation*}
$$

which is known as the 'simplest circular string' solution in the $\mathrm{SU}(2)$ sector. This solution can be also realized as the $\alpha_{\mathrm{s}} \rightarrow 1 / 2$ limit of the 'constant-radii string' solution, which follows from the following ansatz,

$$
\begin{equation*}
X_{1}+i X_{2}=a_{1} e^{i\left(w_{1} \tau+n_{1} \sigma\right)}, \quad X_{3}+i X_{4}=a_{2} e^{i\left(w_{2} \tau+n_{2} \sigma\right)} \tag{2.61}
\end{equation*}
$$

with constants $a_{i}$. The constant-radii solution can be regarded as the rational limit of the elliptic circular solution when

$$
\begin{equation*}
n_{1}=-n_{2} \equiv n \quad \text { and } \quad w_{1}=w_{2} . \tag{2.62}
\end{equation*}
$$

In this case, the constant-radii-string (2.61) has the same one-loop energy and the ratio-of-spins as (2.60), see figure 17 in the next subsection. In fact, they are related through a global $\mathrm{SU}(2)$ rotation. We can say that the constant-radii solution can be 'opened' to satisfy the boundary conditions (2.30) only when (2.62) are satisfied with an even winding number $n$; for unequal two-spin cases, the doubling trick does not work well in general.

### 2.5 Spectroscopy of one-loop energy via ratio of spins

Let us see how one-loop energy behaves as a function of the ratio-of-spins, for each solution in turn. ${ }^{3}$ See figures 2 and 3. When $\alpha_{\mathrm{s}}$ is zero, $(x=1$ in terms of the elliptic moduli,) the
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Figure 2: One-loop string energy vs. ratio of spins. The one-loop energy $\delta_{\mathrm{s}}$ (divided by $\lambda / L$ ) for each string solution is shown as a function of $\alpha_{s}$. Here the folding number for the elliptic folded open string is $n=2$, the winding number for the circular open string is $n=2$ and the winding number for the rational circular open string is $n=2$. To obtain an open string solution from a closed one via the doubling trick, the folding/winding number of the closed string has to be even.


Figure 3: Distribution of the energy density of an open folded (upper) and an open circular (lower) spinning string at various values of the ratio-of-spins. The upper figures represent the folded open string with folding number $n=1$, where the small circles are plotted for $\sigma=k \pi / 8(k=0, \ldots, 8)$. The lower ones represent the circular open string with winding number $n=1$, where the small circles are plotted for $\sigma=k \pi / 16(k=1, \ldots, 16)$.
folded open string shrinks to a point-like string on the D5-brane where the string energy does not depend on $\lambda$, i.e., BPS. As $\alpha_{\text {s }}$ increases from zero, the point-like open string begins to stretch into the $\psi$-direction. Starting with the almost point-like (BMN) string
near $x=1$, let us follow the curve of $\delta_{\text {fold }}$ as a function of $\alpha_{\text {fold }}$ ('Folded' branch) in the direction of increasing $\alpha_{\text {fold }}$. The ratio of $J_{2}$ to $J_{1}$ increases as we follow up the curve. Then the energy density (or tension) of the folded open string begins, as $\alpha_{\text {fold }}$ approaches one, to concentrate on around the turning point where $\psi$-coordinate takes the maximum value $\psi_{0}$. This fact can be immediately seen from the $\sigma$-dependence of the radii $r_{i}$ (2.36) and (2.37), and it may well be considered as the effect of 'centrifugal force' associated with the dominant $J_{2}$-rotation. At the critical point $x=0$ where $\alpha_{\text {fold }}=1$, the folded open string can make a transition into the shape of a circular open string if and only if the folding number is even, say $2 n$.

Next let us follow the 'Circular' branch, which is another branch allowed in the physical region $x<0$ of $\delta_{\mathrm{s}}(2 n ; x)$, in the direction of lowering $\alpha_{\text {circ }}$. Then the energy density begins to uniformly distribute all over the open string. In the limit $x \rightarrow-\infty$ where $\alpha_{\text {circ }}=1 / 2$, the density takes the same value at any $\sigma \in[0, \pi]$. In this case, the string rotates with equal two spins - this is the rational (simplest) circular open string.

Finally let us follow the 'Folded' branch where the ratio-of-spins takes a negative value. This branch corresponds to $x \in[1, \infty)$, and the energy vs. ratio-of-spins curve in this region represents the elliptic folded open string in the $\mathrm{SL}(2)$ sector.

## 3. Open integrable spin chain from dCFT: perturbative calculation

In this section we discuss the anomalous dimension matrix for the $\mathrm{SU}(2)$ sector in the defect conformal field theory (dCFT). First we briefly review the dCFT. Then we calculate the one-loop anomalous dimension matrix for the $\operatorname{SU}(2)$ sector, which turns out to be an open $\operatorname{SU}(2)$ spin chain hamiltonian with diagonal boundaries.

Let us make a short review on the dCFT [41. The total action of the dCFT is given by the action of $\mathcal{N}=4 \mathrm{SYM}$,

$$
\begin{align*}
S_{\mathcal{N}=4}=\frac{1}{g^{2}} \int d^{4} x \operatorname{Tr}\{ & \frac{1}{2} F_{\mu \nu} F^{\mu \nu}-i \bar{\lambda}^{\alpha} \gamma^{\mu} D_{\mu} \lambda^{\alpha} \\
& \left.+D_{\mu} X^{i} D^{\mu} X^{j}-\frac{1}{2}\left[X^{a}, X^{b}\right]^{2}+C_{\alpha \beta}^{i} \bar{\lambda}^{\alpha}\left[X^{i}, \lambda^{\beta}\right]\right\} \tag{3.1}
\end{align*}
$$

together with the actions for the defect fundamental fields $(q, \Psi)$ :

$$
\begin{align*}
S_{3}= & S_{\mathrm{kin}}+S_{\mathrm{yuk}}+S_{\mathrm{pot}},  \tag{3.2}\\
S_{\mathrm{kin}}= & \frac{1}{g^{2}} \int d^{3} x\left[\left(D^{k} q^{m}\right)^{\dagger} D_{k} q^{m}-i \bar{\Psi}^{a} \rho^{k} D_{k} \Psi^{a}\right],  \tag{3.3}\\
S_{\mathrm{yuk}}= & \frac{1}{g^{2}} \int d^{3} x\left[i \bar{\Psi}^{a} P_{+} \lambda_{a m} q^{m}-i \bar{q}^{m} \bar{\lambda}_{m a} P_{+} \Psi^{a}+\bar{\Psi}^{a} \sigma_{a b}^{A} X_{\mathrm{V}}^{A} \Psi^{a}\right],  \tag{3.4}\\
S_{\mathrm{pot}}= & \frac{1}{g^{2}} \int d^{3} x\left[\bar{q}^{m} X_{\mathrm{V}}^{A} X_{\mathrm{V}}^{A} q^{m}+i \epsilon_{I J K} \bar{q}^{m} \sigma_{m n}^{I} X_{\mathrm{H}}^{J} X_{\mathrm{H}}^{K} q^{n}\right] \\
& +\frac{1}{g^{2}} \int d^{3} x\left[\bar{q}^{m} \sigma_{m n}^{I}\left(D_{3} X_{\mathrm{H}}^{I}\right) q^{n}+\frac{1}{4} \delta(0) \operatorname{Tr}\left(\bar{q}^{m} \sigma_{m n}^{I} q^{n}\right)^{2}\right] . \tag{3.5}
\end{align*}
$$

Here the covariant derivative is defined as $D_{\mu^{*}}=\partial_{\mu} *-i\left[A_{\mu}, *\right]$ for the $\mathcal{N}=4$ adjoint fields and $D_{k^{*}}=\partial_{k} *-i A_{k^{*}}$ for the fundamental defect fields. The coupling to the defect fields breaks the $\mathrm{SO}(6)_{\mathrm{R}}$ symmetry to $\mathrm{SO}(3)_{\mathrm{H}} \times \mathrm{SO}(3)_{\mathrm{V}}$. As a result, the $\mathcal{N}=4$ vector multiplet is decomposed into the following two multiplets,

$$
\left.\begin{array}{l}
3 \mathrm{D} \text { vector multiplet }: \\
3 \mathrm{D} \text { hyper multiplet }: \tag{3.7}
\end{array}\left\{A_{k}, P_{+} \lambda^{\alpha}, X_{\mathrm{V}}^{A}, D_{3} X_{\mathrm{H}}^{I}\right\}, P_{-} \lambda^{\alpha}, X_{\mathrm{H}}^{I}, D_{3} X_{\mathrm{V}}^{A}\right\},
$$

where the suffixes $k(=0,1,2)$ and $i(=1, \ldots, 6)$ of $\mathrm{SO}(6)_{\mathrm{R}}$ are decomposed into $\mathbf{3}$ of the $\mathrm{SO}(3)_{\mathrm{V}}(A=1,2,3)$ and $\mathbf{3}$ of the $\mathrm{SO}(3)_{\mathrm{H}}(I=4,5,6)$. The defect fields $q^{m}$ and $\Psi^{a}$ transform in $(\mathbf{2}, \mathbf{1})$ and in $(\mathbf{1}, \mathbf{2})$ of $\mathrm{SO}(3)_{\mathrm{H}} \times \mathrm{SO}(3)_{\mathrm{V}}$, respectively.

### 3.1 One-loop analysis of $\mathrm{SU}(2)$ sector

Now we concentrate on the $\mathrm{SU}(2)$ sector. The $\mathrm{SU}(2)$ defect operator consists of $J_{1} Z$ 's and $J_{2} W$ 's with two defect fields $q^{m}$ and $\bar{q}^{m}$ on both ends,

$$
\begin{equation*}
\mathcal{O}=\bar{q}_{1} Z^{J_{1}} W^{J_{2}} q_{2}+\cdots \tag{3.8}
\end{equation*}
$$

where ". . ." indicates the operator mixing. The 'length' of the operator (3.8) is defined by its bare dimension, $L+1 \equiv J_{1}+J_{2}+1$, and the complex scalars are built out of $\mathrm{SO}(6)$ scalars such that

$$
\begin{equation*}
Z \equiv\left(X_{\mathrm{H}}^{1}+i X_{\mathrm{H}}^{2}\right) / \sqrt{2}, \quad W \equiv\left(X_{\mathrm{V}}^{3}+i X_{\mathrm{V}}^{4}\right) / \sqrt{2} \tag{3.9}
\end{equation*}
$$

The chiral primary operator is given by

$$
\begin{equation*}
\mathcal{O}=\bar{q}_{1} Z^{L} q_{2} \tag{3.10}
\end{equation*}
$$

which corresponds to the Bethe reference state when we diagonalize the anomalous dimension matrix by using the Bethe ansatz technique. It should be noted that, when we associate this system with an open spin chain system later, the definition of the 'endpoints' of the open chain is not the location of the first and the last ( $L$-th) sites of the chain. Instead, we have to identify the endpoints with half-step past the first and the last sites (i.e., the ' $1 / 2$-th' and the ' $L+1 / 2$-th' sites) 44].

In the one-loop level analysis, the defect interactions give additional contributions to the anomalous dimension matrix, whereas the bulk interactions lead to the same result in the closed string case 9]. (See figures 0 (a), (b) and (c))

Since $Z$ and $W$ have different flavor symmetries $\left(\mathrm{SO}(3)_{\mathrm{H}}\right.$ and $\mathrm{SO}(3)_{\mathrm{V}}$ respectively), these fields give different contributions to the anomalous dimension through flavor-dependent defect interactions. These flavor-dependent defect interactions (of our interest) come from (3.5):

$$
\begin{equation*}
S_{\mathrm{pot}}=\frac{1}{g^{2}} \int d^{3} x\left[\bar{q}^{m} \bar{W} W q^{m}+\bar{q}^{m} W \bar{W} q^{m}+\bar{q}^{m} \sigma_{m n}^{3}[\bar{Z}, Z] q_{n}+\cdots\right] \tag{3.11}
\end{equation*}
$$



Figure 4: The diagrams (a), (b) and (c) show the bulk interactions. The diagrams (d)-(h) contribute to the defect interactions.

In order to obtain the additional contributions, let us concentrate on the left endpoint of (3.8) and consider the following correlation function

$$
\begin{equation*}
\Gamma_{\mathrm{L}}=\left\langle\left[\bar{q}_{1} X(0)\right] \bar{X}\left(z_{2}\right) q_{1}\left(y_{1}\right)\right\rangle \tag{3.12}
\end{equation*}
$$

Here the adjoint scalar complex field $X$ denotes either $Z$ or $W$. By considering the CallanSymanzik equation, the one-loop anomalous dimension for $\Gamma_{\mathrm{L}}$ is obtained as

$$
\begin{equation*}
\gamma_{\mathrm{L}} \Gamma_{\mathrm{L}}^{\text {tree }}=-\Lambda \frac{\partial}{\partial \Lambda}\left[\Gamma_{\partial}^{1 \text {-loop }}+\Gamma_{A}^{1 \text {-loop }}+\Gamma_{q}^{1 \text {-loop }}\right]-\frac{\Lambda}{2} \frac{\partial}{\partial \Lambda} \Gamma_{X}^{1 \text {-loop }}-\left[\gamma_{q}+\frac{\gamma_{X}}{2}\right] \Gamma_{\mathrm{L}}^{\text {tree }} \tag{3.13}
\end{equation*}
$$

Each term in the above expression is evaluated as

$$
\begin{align*}
& \Lambda \frac{\partial}{\partial \Lambda} \Gamma_{\partial}^{1-\text { loop }}=\left\{\begin{array}{cl}
\frac{\lambda}{8 \pi^{2}} & \left(\text { four vertex for } q_{1} \text { and } Z: \text { figure } 1(\mathrm{~d})\right) \\
-\frac{\lambda}{8 \pi^{2}} & \left(\text { four vertex for } q_{1} \text { and } W: \text { figure } 1(\mathrm{e})\right)
\end{array},\right.  \tag{3.14}\\
& \Lambda \frac{\partial}{\partial \Lambda} \Gamma_{A}^{1-\text { loop }}=\frac{\lambda}{16 \pi^{2}} \quad \text { (gluon exchange: figure1 (f)) }  \tag{3.15}\\
& \Lambda \frac{\partial}{\partial \Lambda} \Gamma_{q}^{1-\text { loop }}=-\frac{\lambda}{4 \pi^{2}} \quad\left(\text { self energy for } q^{m}: \text { figure } 1(\mathrm{~g})\right) \tag{3.16}
\end{align*}
$$

$$
\begin{align*}
\Lambda \frac{\partial}{\partial \Lambda} \Gamma_{X}^{1-\text { loop }} & =\frac{\lambda}{8 \pi^{2}} & (\text { self energy for } X: \text { figure } 1(\mathrm{~h})),  \tag{3.17}\\
\gamma_{q}=\gamma_{X} & =\frac{\lambda}{8 \pi^{2}} \quad & \left(\text { anomalous dimensions for } q^{m} \text { and } X\right), \tag{3.18}
\end{align*}
$$

with $\lambda=g^{2} N$. (The common coordinate-dependent factor $\Gamma_{\mathrm{L}}^{\text {tree }}=N \delta^{3}\left(y_{1}\right) \delta^{4}\left(z_{2}\right)$ is ignored in these equations.) The result (3.14) comes from the flavor-dependent interactions (3.11). By inserting (3.14)-(3.18) into (3.13), the anomalous dimension for $\Gamma_{\mathrm{L}}$ is obtained as

$$
\gamma_{\mathrm{L}}=\left\{\begin{array}{c}
0  \tag{3.19}\\
\text { for } X=Z \\
\frac{4 \lambda}{16 \pi^{2}} \text { for } X=W
\end{array} .\right.
$$

One also obtains the additional contribution to the anomalous dimension from the right endpoint of (3.8) in the same way.

Hence the resulting anomalous dimension matrix for the $\mathrm{SU}(2)$ sector is given by

$$
\begin{align*}
& \Gamma_{\mathrm{SU}(2)}=\frac{\lambda}{16 \pi^{2}} \sum_{l=1}^{L-1} \mathcal{H}_{l, l+1}+\frac{4 \lambda}{16 \pi^{2}}\left(1-Q_{1}^{W}\right)+\frac{4 \lambda}{16 \pi^{2}}\left(1-Q_{L}^{W}\right),  \tag{3.20}\\
& \quad \text { with } \quad \mathcal{H}_{l, l+1}=2 I_{l, l+1}-2 P_{l, l+1} .
\end{align*}
$$

The bulk part (the first term in (3.20)) is the same as the closed $\operatorname{SU}(2)$ spin chain case (9] except the periodicity, and it is written in terms of the identity operator $I$ and the permutation operator $P$ as

$$
I_{j_{l} j_{l+1}}^{i_{l i} i_{l+}}=\delta_{j_{l}}^{i_{i}} \delta_{j_{l+1}}^{i_{l+1}}, \quad P_{j_{l} j_{l+1}}^{i_{i} i_{l+1}}=\delta_{j_{l+1}}^{i_{l}} \delta_{j_{l}}^{i_{l+1}} .
$$

The projection operators $Q_{1, L}^{W}$ in the second and the third terms in (3.2G) act on the first and the last ( $L$-th) site of the open chain in the following way:

$$
\begin{align*}
Q_{1}^{W}|W \cdots\rangle & =0, & & Q_{1}^{W}|Z \cdots\rangle \tag{3.21}
\end{align*}=|Z \cdots\rangle,
$$

In the matrix notation, eq. (3.20) can be rewritten as

$$
\begin{gather*}
\Gamma_{\mathrm{SU}(2)}=\frac{\lambda}{16 \pi^{2}} \sum_{l=1}^{L-1} \mathcal{H}_{l, l+1}+\frac{\lambda}{16 \pi^{2}}\left(4 \Sigma_{1}+4 \Sigma_{L}\right),  \tag{3.23}\\
\text { with } \quad \mathcal{H}_{l, l+1}=I_{l, l+1}-\sum_{a=1}^{3} \sigma_{l}^{a} \sigma_{l+1}^{a}
\end{gather*}
$$

where

$$
\Sigma_{1}=\left[\begin{array}{ll}
0 & 0  \tag{3.24}\\
0 & 1
\end{array}\right]\left(\otimes I_{2 \times 2}\right)^{L}, \quad \Sigma_{L}=\left(I_{2 \times 2} \otimes\right)^{L}\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], \quad I=I_{2 \times 2} \otimes(L+1) .
$$

The last two terms in (3.23) are the additional contributions coming from the defect interactions. Thus the open spin chain hamiltonian consists of the bulk part and the integrable boundaries, which ensure the integrability as will be shown below. From the viewpoint of
the integrability, the integrable boundaries satisfy the boundary Yang-Baxter relation in addition to the bulk Yang-Baxter relation. ${ }^{4}$

The $\Gamma_{\mathrm{SU}(2)}$ is shown to be an open $\mathrm{SU}(2)$ integrable spin chain hamiltonian with diagonal boundaries as follows. The most general hamiltonian of an integrable $\mathrm{SU}(n)$ open spin chain is given by 49-52

$$
\begin{equation*}
H_{\mathrm{SU}(n)}=\sum_{l=1}^{L-1} \widetilde{\mathcal{H}}_{l, l+1}+\left.\frac{1}{4 \xi_{-}} \frac{d}{d u} K_{1,(p)}^{-}\left(u, \xi_{-}\right)\right|_{u=0}+\frac{\operatorname{tr}_{0}\left[K_{0,(p)}^{+}\left(0, \xi_{+}\right) \widetilde{\mathcal{H}}_{L, 0}\right]}{\operatorname{tr} K_{(p)}^{+}\left(0, \xi_{+}\right)} \tag{3.25}
\end{equation*}
$$

together with the $n \times n$ diagonal $K$-matrix

$$
\begin{equation*}
K_{(p)}^{ \pm}\left(u, \xi_{ \pm}\right)=\operatorname{diag}(\underbrace{a^{ \pm}, \ldots, a^{ \pm}}_{p}, \underbrace{b^{ \pm}, \ldots, b^{ \pm}}_{n-p}) \tag{3.26}
\end{equation*}
$$

with

$$
\begin{array}{ll}
a^{-}=i \xi_{-}+u, & b^{-}=i \xi_{-}-u \\
a^{+}=i\left(\xi_{+}-n\right)-u, & b^{+}=i \xi_{+}+u \tag{3.28}
\end{array}
$$

for any $p \in\{1, \ldots, n-1\}$. In the hamiltonian (3.25), $K_{l,(p)}^{+}$denotes the $K$-matrix which acts on the Hilbert space associated with the $l$-th site, where we assign $l=0$ to the auxiliary space. The two-site (antiferromagnetic) hamiltonian $\widetilde{\mathcal{H}}_{l, l+1} \equiv(P-I)_{l, l+1} / 4$ acts on the product of the vector spaces $\mathbb{C}^{n} \times \mathbb{C}^{n}$. Here the arbitrary parameters $\xi_{ \pm}$may be regarded as certain boundary magnetic fields. They should be determined according to the setup of the dCFT and be evaluated with the perturbative calculation as we have just done for the $\mathrm{SU}(2)$ sector.

The algebraic Bethe equations corresponding to the hamiltonian (3.25) are given by

$$
\begin{align*}
1= & {\left[e_{-2 \xi_{-}+p}\left(u_{i}^{(p)}\right) e_{2 \xi_{+}-p}\left(u_{i}^{(p)}\right) \delta_{p, k}+\left(1-\delta_{p, k}\right)\right] } \\
& \times \prod_{j=1}^{M^{(k-1)}} e_{-1}\left(u_{i}^{(k)}-u_{j}^{(k-1)}\right) e_{-1}\left(u_{i}^{(k)}+u_{j}^{(k-1)}\right) \\
& \times \prod_{j=1(j \neq i)}^{M^{(k)}} e_{2}\left(u_{i}^{(k)}-u_{j}^{(k)}\right) e_{2}\left(u_{i}^{(k)}+u_{j}^{(k)}\right) \\
& \times \prod_{j=1}^{M^{(k+1)}} e_{-1}\left(u_{i}^{(k)}-u_{j}^{(k+1)}\right) e_{-1}\left(u_{i}^{(k)}+u_{j}^{(k+1)}\right)  \tag{3.29}\\
\text { with } & e_{m}(u) \equiv \frac{u+\frac{i m}{2}}{u-\frac{i m}{2}},
\end{align*}
$$

for $i=1, \ldots, M^{(k)}$ and $k=1, \ldots, n-1$. Here we have defined $M^{(0)}=L, M^{(n)}=0$, and $u_{i}^{(0)}=u_{i}^{(n)}=0$.

[^2]Turning to the present dCFT case where $n=2$ and $p=1$, the hamiltonian (3.25) translates to (up to a constant term),

$$
\begin{equation*}
H_{\mathrm{SU}(2)}^{(p=1)}=-\frac{1}{4}\left[\sum_{l=1}^{L-1} \mathcal{H}_{l, l+1}+\frac{2}{\xi_{-}} \Sigma_{1}+\frac{2}{1-\xi_{+}} \Sigma_{L}\right], \tag{3.30}
\end{equation*}
$$

with $\Sigma_{1, L}$ defined by (3.24), and the Bethe equations (denoting $M \equiv M^{(1)}$ ),

$$
\begin{equation*}
\left(\frac{u_{i}+i / 2}{u_{i}-i / 2}\right)^{2 L}=\frac{2 u+i\left(-2 \xi_{-}+1\right)}{2 u-i\left(-2 \xi_{-}+1\right)} \cdot \frac{2 u+i\left(2 \xi_{+}-1\right)}{2 u-i\left(2 \xi_{+}-1\right)} \prod_{j(\neq i)}^{M} \frac{u_{i}-u_{j}+i}{u_{i}-u_{j}-i} \cdot \frac{u_{i}+u_{j}+i}{u_{i}+u_{j}-i}, \tag{3.31}
\end{equation*}
$$

for $i=1, \ldots, M$. The r.h.s. of (3.31) consists of two boundary $S$-matrices, each of which is defined at each end of the chain, and the product of the bulk two-body $S$-matrices. It should be remarked that the boundary magnetic parameters $\xi_{ \pm}$cannot be determined just by assuming the integrability and the $\operatorname{SU}(2)$ symmetry. In our case, they should be fixed by the configuration of the D-branes. Indeed, we can see from (3.23) that the defect interaction in the dCFT corresponds to choosing $\xi_{ \pm}=1 / 2$ in the open $\operatorname{SU}(2)$ hamiltonian (3.30), in which case the boundary $S$-matrices in (3.31) become trivial.

In the next section, we will derive these results with the coordinate Bethe ansatz approach, where the Bethe wavefunction plays a central role. The analysis of the wavefunction helps us to understand how the boundary conditions of an open string is encoded into the spin chain.

## 4. Coordinate Bethe ansatz

In this section we consider the Bethe ansatz equations for the open Heisenberg $\mathrm{XXX}_{ \pm 1 / 2}$ chain by the coordinate Bethe ansatz approach. Here $\mathrm{XXX}_{1 / 2}$ chain corresponds to the integrable spin chain model for the $\mathrm{SU}(2)$ sector, while $\mathrm{XXX}_{-1 / 2}$ to the $\mathrm{SL}(2)$ sector. In the previous section, our one-loop analysis is restricted to the $\mathrm{SU}(2)$ sector. It is basically because the direct perturbative calculation for the $\mathrm{SL}(2)$ sector of the dCFT is technically difficult. In this section, however, the analysis of the SL(2) sector will be included with some assumption on the boundary terms, which is deduced from the boundary condition for the corresponding open string.

### 4.1 Open $\operatorname{SU}(2)$ chain

As we previously mentioned, the boundary coefficients of the open $\mathrm{SU}(2)$ spin chain cannot be fixed only by assuming the symmetry and the integrability. In this section we pay a special attention to the open spin chain hamiltonian of the form ${ }^{5}$

$$
\begin{equation*}
H_{\mathrm{XXX}_{1 / 2}}^{\mathrm{open}}=\sum_{l=1}^{L-1}\left(I_{l, l+1}-P_{l, l+1}\right)+C_{1}\left(I-Q_{1}^{W}\right)+C_{L}\left(I-Q_{L}^{W}\right) . \tag{4.1}
\end{equation*}
$$

[^3]As we have seen in the previous section, the $\mathrm{SU}(2)$ sector of the dCFT has the boundary coefficients $C_{1}=C_{L}=2$, but it would be useful not to fix them for the moment and argue the boundary effects in general.

Following [53], we will show how to derive Bethe ansatz equations for the open Heisenberg hamiltonian (4.1).

## $M=1$ case

First we consider the single-magnon case. For the magnon at site $x$, the eigenvalue equation becomes

$$
\begin{equation*}
H\left|\Psi^{(1)}\right\rangle=E^{(1)}\left|\Psi^{(1)}\right\rangle \tag{4.2}
\end{equation*}
$$

with the hamiltonian (4.1) and the trial eigenfunction

$$
\begin{array}{r}
\stackrel{x}{\downarrow} \\
\left|\Psi^{(1)}(p)\right\rangle=  \tag{4.4}\\
\text { with } \sum_{1 \leq x \leq L} \psi(x) \mid Z \ldots Z(x)=A(p) e^{i p x}-A(-p) e^{-i p x} .
\end{array}
$$

The condition that the wavefunction $\left|\Psi^{(1)}\right\rangle$ is an eigenstate of $H$ translates to:

$$
\begin{equation*}
E^{(1)} \psi(x)=2 \psi(x)-\psi(x-1)-\psi(x+1), \quad x=2, \ldots, L-1, \tag{4.5}
\end{equation*}
$$

and the boundary conditions are

$$
\begin{array}{ll}
E^{(1)} \psi(1)=\left(1+C_{1}\right) \psi(1)-\psi(2), & \text { for } \quad x=1 \\
E^{(1)} \psi(L)=\left(1+C_{1}\right) \psi(L)-\psi(L-1), & \text { for } \quad x=L \tag{4.7}
\end{array}
$$

Requiring that the condition (4.5) also holds for the boundaries $x=1$ and $x=L$, (4.6) and (4.7) reduce to the following conditions:

$$
\begin{equation*}
\psi(0)=\left(1-C_{1}\right) \psi(1), \quad \psi(L+1)=\left(1-C_{L}\right) \psi(L) . \tag{4.8}
\end{equation*}
$$

Plugging (4.4) with (4.8), we obtain

$$
\begin{equation*}
1=e^{2 i p L} B_{1}(-p) B_{L}(p) \tag{4.9}
\end{equation*}
$$

with the boundary $S$-matrices,

$$
\begin{align*}
& B_{1}(p) \equiv \frac{e^{-i p / 2} A(-p)}{e^{i p / 2} A(p)}=\frac{e^{-i p}-\left(1-C_{1}\right)}{1-\left(1-C_{1}\right) e^{-i p}},  \tag{4.10}\\
& B_{L}(p) \equiv \frac{e^{-i p\left(\frac{1}{2}+L\right)} A(-p)}{e^{i p\left(\frac{1}{2}+L\right)} A(p)}=\frac{e^{i p}-\left(1-C_{L}\right)}{1-\left(1-C_{L}\right) e^{i p}} . \tag{4.11}
\end{align*}
$$

The factors $e^{ \pm i p / 2}$ and $e^{ \pm i p\left(\frac{1}{2}+L\right)}$ in (4.10) and (4.11) are necessary to take account of the correct identification of the endpoints as we mentioned just below (3.10). The energy can be obtained by plugging the ansatz (4.4) with the eigenvalue equation (4.5), we have

$$
\begin{equation*}
E^{(1)}=4 \sin ^{2}\left(\frac{p}{2}\right) \tag{4.12}
\end{equation*}
$$

It can also be written in terms of the rapidity $u$ defined by

$$
\begin{equation*}
u \equiv \frac{1}{2} \cot \frac{p}{2}, \tag{4.13}
\end{equation*}
$$

in which case we have

$$
\begin{equation*}
E^{(1)}=\frac{1}{u^{2}+\frac{1}{4}} . \tag{4.14}
\end{equation*}
$$

Note that the energy does not depend on the boundary coefficients.
One can determine the wavefunction $\psi(x ; p)$ up to a factor that is invariant by the negation of the quasi-momentum $p \leftrightarrow-p$. We have

$$
\begin{align*}
\psi(x ; p) & =a(p)\left\{\left[1-B_{1}(p)\right] \cos (p(x-1 / 2))+i\left[1+B_{1}(p)\right] \sin (p(x-1 / 2))\right\},  \tag{4.15}\\
& =b(p)\left\{\left[1-B_{L}(p)\right] \cos (p(x-L-1 / 2))+i\left[1+B_{L}(p)\right] \sin (p(x-L-1 / 2))\right\} \tag{4.16}
\end{align*}
$$

in terms of $B_{1}(p)$ and of $B_{L}(p)$, respectively. Here $a(p)$ and $b(p)$ are some normalization constants. It can be readily seen that at boundaries the wavefunction satisfies the Dirichlet boundary condition when $B_{1}=B_{L}=1$, and Neumann boundary condition when $B_{1}=$ $B_{L}=-1$. In both cases the condition (4.9) reduces to

$$
\begin{equation*}
1=e^{2 i p L} \quad \Rightarrow \quad p=\frac{\pi n}{L} \quad(n \in \mathbb{Z}) . \tag{4.17}
\end{equation*}
$$

Turning to our actual case where $C_{1}=C_{L}=2$, the boundary $S$-matrices are $B_{1}=B_{L}=1$, hence the wavefunction of our concern is determined as

$$
\begin{equation*}
\left|\Psi^{(1)}(p)\right\rangle_{\mathrm{SU}(2)}=a_{n} \sum_{1 \leq x \leq L} \sin \left[\frac{\pi n}{L}\left(x-\frac{1}{2}\right)\right]|Z \ldots Z \stackrel{x}{\downarrow} Z \ldots Z\rangle \tag{4.18}
\end{equation*}
$$

$M=2$ case
Next we turn to the two-magnon case,

$$
\begin{equation*}
H\left|\Psi^{(2)}\right\rangle=E^{(2)}\left|\Psi^{(2)}\right\rangle \tag{4.19}
\end{equation*}
$$

The ansatz for the wavefunction is

$$
\begin{align*}
& \left|\Psi^{(2)}\right\rangle=\sum_{1 \leq x_{1}<x_{2} \leq L} \psi\left(x_{1}, x_{2}\right)\left|Z \ldots Z \stackrel{x_{1}}{\downarrow} Z \ldots Z \stackrel{x_{2}}{\downarrow} Z Z \ldots Z\right\rangle  \tag{4.20}\\
& \text { with } \psi\left(x_{1}, x_{2}\right)= \\
& \\
& \\
& \quad A\left(p_{1}, p_{2}\right) e^{i\left(p_{1} x_{1}+p_{2} x_{2}\right)}-A\left(-p_{1}, p_{2}\right) e^{-i\left(p_{1} x_{1}-p_{2} x_{2}\right)}  \tag{4.21}\\
& \\
& \quad-A\left(p_{1},-p_{2}\right) e^{i\left(p_{1} x_{1}-p_{2} x_{2}\right)}+A\left(-p_{1},-p_{2}\right) e^{-i\left(p_{1} x_{1}+p_{2} x_{2}\right)} \\
& \\
& \quad+A\left(-p_{2}\right) e^{i\left(p_{2} x_{1}+p_{1} x_{2}\right)}+A\left(e_{2},-p_{1}\right) e^{i\left(p_{2} x_{1}-p_{1} x_{2}\right)}
\end{align*}
$$

Let us first consider the bulk conditions. Here whether the two magnons are nearest
neighbors or not is crucial. They read:

$$
\begin{align*}
& \text { for } \quad x_{2}>x_{1}+1, \quad E^{(2)} \psi\left(x_{1}, x_{2}\right)=4 \psi\left(x_{1}, x_{2}\right)-\psi\left(x_{1}-1, x_{2}\right)-\psi\left(x_{1}+1, x_{2}\right)- \\
&-\psi\left(x_{1}, x_{2}-1\right)-\psi\left(x_{1}, x_{2}+1\right),  \tag{4.22}\\
& \text { for } \quad x_{2}=x_{1}+1, \quad E^{(2)} \psi\left(x_{1}, x_{2}\right)=2 \psi\left(x_{1}, x_{2}\right)-\psi\left(x_{1}-1, x_{2}\right)-\psi\left(x_{1}, x_{2}+1\right) .(4 . \tag{4.23}
\end{align*}
$$

From these conditions we get the following consistency condition (known as 'meeting condition'),

$$
\begin{equation*}
0=2 \psi\left(x_{1}, x_{1}+1\right)-\psi\left(x_{1}, x_{1}\right)-\psi\left(x_{1}, x_{1}\right), \tag{4.24}
\end{equation*}
$$

with the dispersion relation

$$
\begin{equation*}
E^{(2)}=4 \sin ^{2}\left(\frac{p_{1}}{2}\right)+4 \sin ^{2}\left(\frac{p_{2}}{2}\right) . \tag{4.25}
\end{equation*}
$$

In addition to these conditions, we also have the boundary conditions

$$
\begin{equation*}
\psi\left(0, x_{2}\right)=\left(1-C_{1}\right) \psi\left(1, x_{2}\right), \quad \psi\left(x_{1}, L+1\right)=\left(1-C_{L}\right) \psi\left(x_{1}, L\right) . \tag{4.26}
\end{equation*}
$$

Then from the condition (4.24) with the ansatz (4.21), we have the following necessary conditions:

$$
\begin{equation*}
\frac{A\left(p_{1}, p_{2}\right)}{A\left(p_{2}, p_{1}\right)}=\frac{2-e^{-i p_{1}}-e^{i p_{2}}}{2-e^{i p_{1}}-e^{-i p_{2}}}, \tag{4.27}
\end{equation*}
$$

giving four conditions in total, corresponding to all the possible permutations and negations. On the other hand, from the boundary condition (4.26), we have $4+4$ conditions,

$$
\begin{equation*}
\frac{A\left(-p_{1}, p_{2}\right)}{A\left(p_{1}, p_{2}\right)}=\frac{1-\left(1-C_{1}\right) e^{i p_{1}}}{1-\left(1-C_{1}\right) e^{-i p_{1}}}, \quad \frac{A\left(p_{1},-p_{2}\right)}{A\left(p_{1}, p_{2}\right)}=\frac{1-\left(1-C_{L}\right) e^{-i p_{2}}}{1-\left(1-C_{L}\right) e^{i p_{2}}} e^{2 i(L+1) p_{2}} . \tag{4.28}
\end{equation*}
$$

Collecting all these twelve conditions, we arrive at the following compatibility conditions:

$$
\text { and } \quad \begin{align*}
e^{2 i p_{1} L} & =B_{1}\left(-p_{1}\right) B_{L}\left(p_{1}\right) S_{\mathrm{SU}(2)}\left(p_{1}, p_{2}\right) S_{\mathrm{SU}(2)}\left(p_{1},-p_{2}\right),  \tag{4.29}\\
e^{2 i p_{2} L} & =B_{1}\left(-p_{2}\right) B_{L}\left(p_{2}\right) S_{\mathrm{SU}(2)}\left(p_{2}, p_{1}\right) S_{\mathrm{SU}(2)}\left(p_{2},-p_{1}\right), \tag{4.30}
\end{align*}
$$

where, as before, $B_{1}(p)$ and $B_{L}(p)$ are the boundary $S$-matrices defined at the endpoints, and $S_{\mathrm{SU}(2)}(p)$ is the bulk $S$-matrix defined by the negation of l.h.s. of (4.27):

$$
\begin{equation*}
S_{\mathrm{SU}(2)}\left(p_{1}, p_{2}\right)=-\frac{2-e^{-i p_{1}}-e^{i p_{2}}}{2-e^{i p_{1}}-e^{-i p_{2}}} . \tag{4.31}
\end{equation*}
$$

These conditions can be rewritten in terms of the rapidities $u_{1}, u_{2}$ as

$$
\begin{align*}
& \left(\frac{u_{1}+i / 2}{u_{1}-i / 2}\right)^{2 L}=\frac{2 C_{1} u_{1}+\left(2-C_{1}\right) i}{2 C_{1} u_{1}-\left(2-C_{1}\right) i} \cdot \frac{2 C_{L} u_{1}+\left(2-C_{L}\right) i}{2 C_{L} u_{1}-\left(2-C_{L}\right) i} \cdot \frac{u_{1}-u_{2}+i}{u_{1}-u_{2}-i} \cdot \frac{u_{1}+u_{2}+i}{u_{1}+u_{2}-i}  \tag{4.32}\\
& \left(\frac{u_{2}+i / 2}{u_{2}-i / 2}\right)^{2 L}=\frac{2 C_{1} u_{2}+\left(2-C_{1}\right) i}{2 C_{1} u_{2}-\left(2-C_{1}\right) i} \cdot \frac{2 C_{L} u_{2}+\left(2-C_{L}\right) i}{2 C_{L} u_{2}-\left(2-C_{L}\right) i} \cdot \frac{u_{2}-u_{1}+i}{u_{2}-u_{1}-i} \cdot \frac{u_{2}+u_{1}+i}{u_{2}+u_{1}-i} \tag{4.33}
\end{align*}
$$

These are the Bethe ansatz equations for the open Heisenberg chain with hamiltonian (4.1) with two magnons. We can determine the coefficient $A\left(p_{1}, p_{2}\right)$ from the conditions (4.27)(4.28) up to a factor which is invariant under the interchange of two momenta and the negation of either of the momenta. One finds that

$$
\begin{align*}
A\left(p_{1}, p_{2}\right)= & e^{-i(L+1)\left(p_{1}+p_{2}\right)}\left(1-\left(1-C_{L}\right) e^{i p_{1}}\right)\left(1-\left(1-C_{L}\right) e^{i p_{2}}\right) \times \\
& \times e^{-i p_{2}}\left(1-2 e^{i p_{1}}+e^{i\left(p_{1}+p_{2}\right)}\right)\left(1-2 e^{i p_{2}}+e^{i\left(-p_{1}+p_{2}\right)}\right) \tag{4.34}
\end{align*}
$$

solves the twelve conditions and the Bethe ansatz equations.

## General case

We extend the argument to the general $M$-magnon case, where the Bethe wavefunction is given by

$$
\begin{equation*}
\psi\left(x_{1}, \ldots, x_{M}\right)=\sum_{\mathrm{P}, \mathrm{~N}} \epsilon_{\mathrm{P}, \mathrm{~N}} A\left(p_{1}, \ldots, p_{M}\right) e^{i\left(p_{1} x_{1}+\cdots+p_{M} x_{M}\right)} \tag{4.35}
\end{equation*}
$$

where the sum is taken over all the permutations and the negations of $\left\{p_{1}, \ldots, p_{M}\right\}$, and for each of such mutations, $\epsilon_{\mathrm{P}, \mathrm{N}}$ changes sign. The coefficients are found to be

$$
\begin{align*}
A\left(p_{1}, \ldots, p_{M}\right)= & \prod_{j=1}^{M} e^{-i(L+1) p_{j}}\left(1-\left(1-C_{L}\right) e^{i p_{j}}\right) \times \\
& \times \prod_{1 \leq j<k \leq M} e^{-i p_{k}}\left(1-2 e^{i p_{j}}+e^{i\left(p_{j}+p_{k}\right)}\right)\left(1-2 e^{i p_{k}}+e^{i\left(-p_{j}+p_{k}\right)}\right) \tag{4.36}
\end{align*}
$$

The quasi-momenta $\left\{p_{j}\right\}$ satisfy the following Bethe ansatz equation:

$$
\begin{equation*}
e^{2 i p_{j} L}=B_{1}\left(-p_{j}\right) B_{L}\left(p_{j}\right) \prod_{k=1, k \neq j}^{M} S_{\mathrm{SU}(2)}\left(p_{j}, p_{k}\right) S_{\mathrm{SU}(2)}\left(-p_{j}, p_{k}\right) \tag{4.37}
\end{equation*}
$$

or in terms of the rapidities,

$$
\begin{align*}
\left(\frac{u_{j}+i / 2}{u_{j}-i / 2}\right)^{2 L}= & \frac{2 C_{1} u_{j}+\left(2-C_{1}\right) i}{2 C_{1} u_{j}-\left(2-C_{1}\right) i} \cdot \frac{2 C_{L} u_{j}+\left(2-C_{L}\right) i}{2 C_{L} u_{j}-\left(2-C_{L}\right) i} \times \\
& \times \prod_{k=1, k \neq j}^{M}\left(\frac{u_{j}-u_{k}+i}{u_{j}-u_{k}-i}\right)\left(\frac{u_{j}+u_{k}+i}{u_{j}+u_{k}-i}\right) \tag{4.38}
\end{align*}
$$

for $j=1, \ldots, M$. The energy of the $M$-magnon state is given by the sum of that of each magnon state,

$$
\begin{equation*}
E^{(M)}=2 \sum_{j=1}^{M}\left(1-\cos k_{j}\right)=\sum_{j=1}^{M} \frac{1}{u_{j}^{2}+\frac{1}{4}} \tag{4.39}
\end{equation*}
$$

which is still independent of the boundary terms $C_{1, L}$.

### 4.2 Open $\mathrm{SL}(2)$ chain

In the closed chain case, the coordinate Bethe ansatz for the $\mathrm{SL}(2)$ sector has been studied by Staudacher in [54], where the other two-spin sectors, $\mathrm{SU}(2)$ and $\mathrm{SU}(1 \mid 1)$, are also studied. We will briefly review the idea below.

The closed spin chain hamiltonian in the $\mathrm{SL}(2)$ sector of $\mathcal{N}=4$ SYM has been obtained in 55 and is given by

$$
\begin{equation*}
H_{\mathrm{XXX}_{-1 / 2}}=\sum_{l=1}^{L} \mathcal{H}_{\mathrm{XXX}_{-1 / 2}}^{l, l+1} \tag{4.40}
\end{equation*}
$$

The hamiltonian density acts on the state vector $\left|\ldots k_{l}, k_{l+1}, \ldots\right\rangle$ in the following way:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{XXX}_{-1 / 2}}^{l, l+1}|n, n-k\rangle=\sum_{k^{\prime}=0}^{n}\left(\delta_{k=k^{\prime}}(h(k)+h(n-k))-\frac{\delta_{k \neq k^{\prime}}}{\left|k-k^{\prime}\right|}\right)\left|k^{\prime}, n-k^{\prime}\right\rangle \tag{4.41}
\end{equation*}
$$

where $h(k)$ are harmonic numbers defined by $h(k)=\sum_{j=1}^{k} 1 / j$, and $\delta_{k=k^{\prime}} \equiv \delta_{k, k^{\prime}}$ and $\delta_{k \neq k^{\prime}} \equiv 1-\delta_{k, k^{\prime}}$ in terms of the standard Kronecker delta.

As we are interested in the open spin chain hamiltonian for this sector, we need to calculate the boundary terms associated with the defect interaction in the $\mathrm{SL}(2)$ sector by using the dCFT, where the operator with the magnon number $S$ takes the form

$$
\begin{equation*}
\mathcal{O}=\bar{q}_{1}\left(D^{S_{1}} Z\right) \ldots\left(D^{S_{L}} Z\right) q_{2}+\cdots, \quad S \equiv S_{1}+\cdots+S_{L}, \quad D \equiv D_{0}+i D_{1} \tag{4.42}
\end{equation*}
$$

In the $S U(2)$ case, we have determined them through the perturbative calculation of oneloop diagrams in section 3, and then derived the Bethe ansatz equations for the open spin chain. In the $\mathrm{SL}(2)$ sector, however, we have not yet succeeded in performing a direct perturbative calculation in the dCFT of our concern, such as

$$
\begin{equation*}
\left\langle\left[\bar{q}_{1} D Z(0)\right] \bar{D} \bar{Z}\left(z_{2}\right) q_{1}\left(y_{1}\right)\right\rangle . \tag{4.43}
\end{equation*}
$$

Nevertheless we can expect that the resultant contribution of the defect interaction vanishes from the following argument. According to our ansatz (2.44), the string solution in the $\mathrm{SL}(2)$ sector cannot obey the Dirichlet boundary condition, since the $\mathrm{AdS}_{3} \times \mathrm{S}^{1}$-subspace, in which the whole of the open string of this sector is immersed, is completely contained in the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$-brane where the endpoints of the open string can freely move. As we know from the well-established scenario for other bosonic sectors 44, 34, in light of AdS/CFT duality, the excitations propagating on the open string can be naturally mapped to the magnon wave states on the corresponding open spin chain. These observations lead us to argue that in our $\mathrm{SL}(2)$ sector of the dCFT have vanishing boundary terms so that the endpoints are also subject to the Neumann boundary condition.

Thus it would be sufficient to consider an open $\operatorname{SL}(2)$ spin chain hamiltonian with free boundary (no boundary terms), which takes the same form as the closed case (without periodicity),

$$
\begin{equation*}
H_{\mathrm{XXX}_{-1 / 2}}^{\mathrm{open}}=\sum_{l=1}^{L-1} \mathcal{H}_{\mathrm{XXX}_{-1 / 2}}^{l, l+1} \tag{4.44}
\end{equation*}
$$

only to reduce the number of sites by one. The Bethe wavefunction for the single-impurity case is given by

$$
\begin{equation*}
\left.\left.\left|\Psi^{(1)}(p)\right\rangle_{\mathrm{SL}(2)}=\sum_{1 \leq x \leq L} \psi(x) \mid Z \ldots Z(D)^{\downarrow} Z\right) Z Z\right\rangle \tag{4.45}
\end{equation*}
$$

and for the two-impurity case,
where $\psi(x)$ and $\psi\left(x_{1}, x_{2}\right)$ are defined as (4.4) and (4.21), respectively. Note that the two impurities can occupy the same site in this case. We can read off from (4.41) the action of the hamiltonian density on the neighboring spin states:

$$
\begin{aligned}
& \mathcal{H}|\ldots(D Z) Z \ldots\rangle=|\ldots(D Z) Z \ldots\rangle-|\ldots Z(D Z) \ldots\rangle \\
& \mathcal{H}|\ldots Z(D Z) \ldots\rangle=-|\ldots(D Z) Z \ldots\rangle+|\ldots Z(D Z) \ldots\rangle \\
& \mathcal{H}\left|\ldots\left(D^{2} Z\right) Z \ldots\right\rangle=\frac{3}{2}\left|\ldots\left(D^{2} Z\right) Z \ldots\right\rangle-|\ldots(D Z)(D Z) \ldots\rangle-\frac{1}{2}\left|\ldots Z\left(D^{2} Z\right) \ldots\right\rangle, \\
& \mathcal{H}|\ldots(D Z)(D Z) \ldots\rangle=-\left|\ldots\left(D^{2} Z\right) Z \ldots\right\rangle+2|\ldots(D Z)(D Z) \ldots\rangle-\left|\ldots Z\left(D^{2} Z\right) \ldots\right\rangle, \\
& \mathcal{H}\left|\ldots Z\left(D^{2} Z\right) \ldots\right\rangle=-\frac{1}{2}\left|\ldots\left(D^{2} Z\right) Z \ldots\right\rangle-|\ldots(D Z)(D Z) \ldots\rangle+\frac{3}{2}\left|\ldots Z\left(D^{2} Z\right) \ldots\right\rangle, \\
& \mathcal{H}\left|\ldots\left(D^{3} Z\right) Z \ldots\right\rangle=\frac{11}{6}\left|\ldots\left(D^{3} Z\right) Z \ldots\right\rangle-\left|\ldots\left(D^{2} Z\right)(D Z) \ldots\right\rangle- \\
& \\
& \quad-\frac{1}{2}\left|\ldots(D Z)\left(D^{2} Z\right) \ldots\right\rangle-\frac{1}{3}\left|\ldots Z\left(D^{3} Z\right) \ldots\right\rangle,
\end{aligned}
$$

and so on. Thus we have

$$
\text { for } \quad \begin{array}{r}
x_{2}>x_{1}, \quad E^{(2)} \psi\left(x_{1}, x_{2}\right)=4 \psi\left(x_{1}, x_{2}\right)-\psi\left(x_{1}-1, x_{2}\right)-\psi\left(x_{1}+1, x_{2}\right)- \\
 \tag{4.47}\\
-\psi\left(x_{1}, x_{2}-1\right)-\psi\left(x_{1}, x_{2}+1\right)
\end{array}
$$

$$
\text { for } \quad \begin{align*}
x_{2}=x_{1}, \quad E^{(2)} \psi\left(x_{1}, x_{2}\right)=3 & \psi\left(x_{1}, x_{2}\right)-\psi\left(x_{1}-1, x_{2}\right)-\psi\left(x_{1}, x_{2}+1\right)- \\
& -\frac{1}{2} \psi\left(x_{1}-1, x_{2}-1\right)-\frac{1}{2} \psi\left(x_{1}+1, x_{2}+1\right) . \tag{4.48}
\end{align*}
$$

and the 'meeting condition' becomes,

$$
\begin{equation*}
0=2 \psi\left(x_{1}, x_{1}\right)-2 \psi\left(x_{1}+1, x_{1}\right)-2 \psi\left(x_{1}, x_{1}-1\right)+\psi\left(x_{1}-1, x_{1}-1\right)+\psi\left(x_{1}+1, x_{1}+1\right) \tag{4.49}
\end{equation*}
$$

with the same dispersion relation as (4.25). From this condition we get the Bethe ansatz equations for the $\mathrm{SL}(2)$ sector as

$$
\begin{equation*}
e^{2 i p_{1} L}=S_{\mathrm{SL}(2)}\left(p_{1}, p_{2}\right) S_{\mathrm{SL}(2)}\left(p_{1},-p_{2}\right) \quad \text { and } \quad e^{2 i p_{2} L}=S_{\mathrm{SL}(2)}\left(p_{2}, p_{1}\right) S_{\mathrm{SL}(2)}\left(p_{2},-p_{1}\right) \tag{4.50}
\end{equation*}
$$

with the bulk $S$-matrix

$$
\begin{equation*}
S_{\mathrm{SL}(2)}\left(p_{1}, p_{2}\right)=-\frac{2-e^{-i p_{2}}-e^{i p_{1}}}{2-e^{i p_{2}}-e^{-i p_{1}}} \tag{4.51}
\end{equation*}
$$

which is just the reciprocal of that in the $\mathrm{SU}(2)$ sector (4.31). As we have done for the $\mathrm{SU}(2)$ sector, we can rewrite these equations in terms of the rapidities $\left\{u_{i}\right\}$, which take real values for the $\mathrm{SL}(2)$ sector. In the general $M$-magmon case (where now $M$ is replaced by $S$ in (4.42), the energy is given by (4.39) just as in the $\mathrm{SU}(2)$ case.

We conclude that the bulk $S$-matrix for the $\mathrm{SL}(2)$ sector is given by (4.51) and the boundary $S$-matrix is expected to equal -1 on both sides of the chain, ensuring the Neumann boundary conditions.

## 5. Scaling limit of open Heisenberg chain

So far we have explored the finite $L$ case. Now let us take the scaling limit. Then the problem of solving the Bethe ansatz equation can be translated into solving the associated Riemann-Hilbert problem. We are mainly interested in the solutions which can be obtained by 'opening' the two-cut solutions, which have been well studied in the closed spin chain case [10-12, 15]. For these solutions, the filling fraction and the anomalous dimension are expressed by means of the complete elliptic integrals. Among them, so-called 'double contour' solutions in the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sector, and 'imaginary root' solutions in the $\mathrm{SU}(2)$ sector are important. They are known to be the gauge duals of the elliptic folded and the elliptic circular strings, respectively.

In this section we examine the elliptic solutions of those kinds in the open spin chain case. First we take the scaling limit and construct the Bethe string solutions for the open Bethe equation (4.38) by formulating the 'doubling trick' in the spin chain language. Then we show the large $L$ expanded expression of the anomalous dimensions of the open operators (3.8), for each solution in turn. We also discuss the relation between the rational (single-cut) solution and the half-filling limit of the imaginary root solution. Finally we make some comments on the $\mathrm{SU}(3)$ sector.

### 5.1 Doubling trick in gauge theory

Let us consider the scaling limit of the Bethe equation. As usual, by rescaling $u_{j} \mapsto L x_{j}$ after taking log, the Bethe equation (4.38) can be recast into the following form,

$$
\begin{equation*}
\pm \frac{2}{x_{j}}-2 \pi n=\frac{2}{L} \sum_{k=1, k \neq j}^{M}\left(\frac{1}{x_{j}-x_{k}}+\frac{1}{x_{j}+x_{k}}\right) \tag{5.1}
\end{equation*}
$$

with arbitrary mode number $n$. The " $\pm$ " signature in front of the l.h.s. of (5.1) corresponds, respectively, to the $\mathrm{SU}(2)$ ("+") and to the $\mathrm{SL}(2)$ ("-") case. Here the symbol $M$ denotes the 'magnon' number, which is either $J_{2}$ (the number of $W$-impurity) in the $\mathrm{SU}(2)$ case, or $S$ (the number of $D$-impurity) in the $\mathrm{SL}(2)$ case. Note that in both cases the contribution of the boundary $S$-matrices has been dropped in the strict scaling limit $L \rightarrow \infty$, for it scales as $1 / L{ }^{6}$

[^4]In formulating the 'doubling trick' in the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors of the gauge theory, we assume that all the rescaled Bethe roots $\left\{x_{j}\right\}$ have the same mode-number $n$, and they form a single contour in the rescaled complex plane. Now let us add another set of $M$ Bethe roots defined by $\left\{x_{M+k}\right\}_{k=1, \ldots, M} \equiv\left\{-x_{k}\right\}_{k=1, \ldots, M}$. These new Bethe roots have the mode number $-n$ and form another contour in the complex plane that is just the symmetric image of the original Bethe string. Then we can rewrite (5.1) as

$$
\begin{equation*}
\pm \frac{1}{x_{j}}-\pi n=\frac{2}{2 L} \sum_{k=1, k \neq j}^{2 M} \frac{1}{x_{j}-x_{k}} \tag{5.2}
\end{equation*}
$$

which is just the Bethe ansatz equation for the closed chain whose length is now $2 L$ with $2 M$ impurities. The point is that, in order for this reinterpretation to work well, the mode number $n$ has to be an even integer rather than arbitrary one. This feature can be compared to the fact that the folding or the winding number has to be even in the string theory side.

There are several types of the Bethe string solutions for the Bethe equation for the closed spin chain (5.2). One of the examples is the double contour solution, which has two cuts which distribute symmetrically with respect to the imaginary axis. The cuts in the $\mathrm{SU}(2)$ sector stretch in the imaginary direction (the upper of figure 5), whereas those in the $\mathrm{SL}(2)$ sector are known to lie completely on the real axis (the lower of figure 5 ). The imaginary root solution (figure (6) is another example, which exists for the $\mathrm{SU}(2)$ sector. It has symmetric two cuts on the imaginary axis, with a 'condensate' of the Bethe roots between the inner branch points of the two cuts.

To extract the open spin chain solutions from the closed ones listed above, we have only to divide the Bethe roots on the complex plane into two sets which are symmetric with respect to the origin [33, 48]. After we take the scaling limit, this operation means to extract either one of the symmetric two cuts, identifying the other as its mirror. This corresponds, in the string theory side, to extract only one of the modes (left/right modes) propagating on a closed string, namely the doubling trick. As is obvious from the anomalous dimension/Bethe root relation as well as the quasi-momentum/Bethe root relation,

$$
\begin{equation*}
\gamma=\sum_{j=1}^{M} \frac{1}{\frac{1}{4}+u_{j}^{2}}, \quad u_{j}=\frac{1}{2} \cot \frac{p_{j}}{2} \tag{5.3}
\end{equation*}
$$

those roots symmetric about the origin have the same anomalous dimensions and can be viewed as a pair of an 'incident wave' and a 'reflected wave' propagating on an open string. Thus we have the relation

$$
\begin{equation*}
\gamma_{(\mathrm{o})}\left(J_{1}^{(\mathrm{o})}, J_{2}^{(\mathrm{o})}\right)=\frac{1}{2} \gamma_{(\mathrm{c})}\left(J_{1}^{(\mathrm{c})}, J_{2}^{(\mathrm{c})}\right), \quad J_{i}^{(\mathrm{c})}=2 J_{i}^{(\mathrm{o})} \quad(i=1,2) \tag{5.4}
\end{equation*}
$$

[^5]i.e., the doubling trick for both the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors holds just as in the string theory case (2.41). ${ }^{7}$

It is meaningful to comment on how this doubling trick works for the various values of the boundary coefficients $C_{1, L}$ in the $\mathrm{SU}(2)$ sector. In the case of $C_{1, L}=0$ (Neumann) or $C_{1, L}=2$ (Dirichlet), this trick works well for arbitrary $L$. (For the comparison with the string theory side, we should take $L$ large enough). In these cases the boundary $S$-matrices reduce to $B_{1, L}=-1$ for $C_{1, L}=0$ case and $B_{1, L}=1$ for $C_{1, L}=2$ case; they do not depend on the quasi-momenta, or spectral parameters. As a result, it is allowed to compare the boundary conditions in the dCFT side with those of the open spinning strings. In fact, for the $\mathrm{SU}(2)$ sector, we find that the boundary conditions match on both sides at finite (but large) $L$. That is to say, the doubling trick works interestingly even at the finite $L$ case.

It is also valuable to comment on the $C_{1, L} \neq 0,2$ cases, though those are out of our present scope. In our setup, the D5-brane is supposed not to be a dynamical object and furthermore it does not couple to the gauge fields on the brane. Hence the endpoints of the open string cannot satisfy the boundary conditions other than Neumann or Dirichlet one. In the gauge theory side, on the other hand, $C_{1, L} \neq 0,2$ correspond to the cases where the endpoints of the open spin chain satisfy neither Neumann nor Dirichlet boundary condition, with rapidity-dependent phase shifts. Thus it would be difficult to extend our analysis to see the AdS/dCFT correspondence to the cases of $C_{1, L} \neq 0,2$.

Nevertheless, even in the $C_{1, L} \neq 0,2$ cases, the spin chain solutions can be a comparable object to the classical spinning string solutions, once we take the scaling limit $L \rightarrow \infty$. In this limit, as we have mentioned, the contribution of the boundary $S$-matrices drops out of the Bethe equations written in terms of the rescaled spectral parameters. Then we can naturally take one of the symmetric two cuts, which are the solutions of the closed spin chain, to obtain the open chain solutions. That is, in these cases, the analysis of an open spin chain is nothing more than that of a closed spin chain, without any intrinsic feature to an open object.

### 5.2 Riemann-Hilbert problem

In this subsection we review some basic facts about the Riemann-Hilbert problem in the closed $\mathrm{SU}(2)$ and $\mathrm{SL}(2)$ sector. For details, see [12, [5]. ${ }^{8}$ The extension to the open cases is straightforward, since, in the scaling limit, all we have to do is to restrict the solution of closed case to the case of even $n$ (mode number), just as we have seen in the previous subsection.

First note that the Bethe equation (4.38) in the scaling limit can also be written in

[^6]the following integral form
\[

$$
\begin{equation*}
\pm \frac{1}{x}+2 \pi n_{l}=2 f_{\mathcal{C}_{l}} d x^{\prime} \frac{\sigma\left(x^{\prime}\right)}{x-x^{\prime}}+2 \sum_{k(\neq l)} \int_{\mathcal{C}_{k}} d x^{\prime} \frac{\sigma\left(x^{\prime}\right)}{x-x^{\prime}}, \quad x \in \mathcal{C}_{l} \tag{5.5}
\end{equation*}
$$

\]

where $f d x^{\prime}$ means an integration for the principal value. As before, the " $\pm$ " signatures in front of the l.h.s. of (5.5) correspond, respectively, to the $\operatorname{SU}(2)$ ("+") and to the $\operatorname{SL}(2)$ ("-") case. The anomalous dimension (4.39) also translates to

$$
\begin{equation*}
\gamma=\frac{\lambda}{8 \pi^{2} L} \sum_{k} \int_{\mathcal{C}_{k}} \frac{\sigma(x)}{x^{2}} d x . \tag{5.6}
\end{equation*}
$$

Denoting the scaling dimension of the SYM operator (3.8) or (4.42) as $\Delta$, the anomalous dimension (5.6) represents $\Delta-L$ in the $\mathrm{SU}(2)$ case, and $\Delta-L-S$ in the $\mathrm{SL}(2)$ case.

In both cases the Bethe root density for $x_{j}$ is defined as

$$
\begin{equation*}
\sigma(x) \equiv \frac{1}{L} \sum_{j=1}^{M} \delta\left(x-x_{j}\right), \tag{5.7}
\end{equation*}
$$

which is assumed to have the support on a set of disconnected contours $\left\{\mathcal{C}_{k}\right\}_{k=1, \ldots, K}$ in the complex plane. The normalization is

$$
\begin{equation*}
\alpha \equiv \sum_{k} \int_{\mathcal{C}_{k}} \sigma(x) d x=\frac{M}{L}, \tag{5.8}
\end{equation*}
$$

where $M=J_{2}$ for the $\mathrm{SU}(2)$ case and $M=S$ for the $\mathrm{SL}(2)$. It is useful to introduce the following resolvent in solving the integral equation,

$$
\begin{equation*}
G(x) \equiv \sum_{k} \int_{\mathcal{C}_{k}} d x^{\prime} \frac{\sigma\left(x^{\prime}\right)}{x-x^{\prime}} . \tag{5.9}
\end{equation*}
$$

Then the integral equation (5.5) becomes

$$
\begin{equation*}
G(x+i 0)+G(x-i 0)= \pm \frac{1}{x}+2 \pi n_{l}, \quad x \in \mathcal{C}_{l}, \tag{5.10}
\end{equation*}
$$

together with the one-loop anomalous dimension (5.6),

$$
\begin{equation*}
\gamma=-\frac{\lambda}{8 \pi^{2} L} G^{\prime}(0) . \tag{5.11}
\end{equation*}
$$

Now introduce the Riemann surface $\Sigma$ for the general $K$-cut problem in the following form:

$$
\begin{equation*}
\Sigma: \quad y^{2}=x^{2 K}+c_{1} x^{2 K-1}+\cdots+c_{2 K-1} x+c_{2 K}=\prod_{k=1}^{K}\left[\left(x-a_{k}\right)\left(x-b_{k}\right)\right] \tag{5.12}
\end{equation*}
$$

where $a_{k}, b_{k}$ is the endpoints of the $k$-th cut $\mathcal{C}_{k}$, endowed with the reality constraint. For this general elliptic curve, the resolvent can be written as

$$
\begin{equation*}
G(x)=-\frac{c_{2 K-1}}{4 c_{2 K}}+x\left(-\frac{c_{2 K-2}}{4 c_{2 K}}+\frac{c_{2 K-1}^{2}}{16 c_{2 K}^{2}}+\frac{a}{\sqrt{c_{2 K}}}\right)+\mathcal{O}\left(x^{2}\right) \tag{5.13}
\end{equation*}
$$

from which one can obtain the general formula for the one-loop anomalous dimension (using (5.11) ) 12, 15],

$$
\begin{equation*}
\gamma=\frac{\lambda}{8 \pi^{2} L}\left(\frac{c_{2 K-2}}{4 c_{2 K}}-\frac{c_{2 K-1}^{2}}{16 c_{2 K}^{2}}-\frac{a}{\sqrt{c_{2 K}}}\right) . \tag{5.14}
\end{equation*}
$$

The parameter $a$ is related to the filling fraction $\alpha$ as

$$
\begin{equation*}
\pm \alpha=\frac{1}{2}-a, \tag{5.15}
\end{equation*}
$$

where the upper sign corresponds to the $\mathrm{SU}(2)$ case and the lower to the $\mathrm{SL}(2)$. We will use this formula to discuss the general anomalous dimension formula for $K=1$ (rational) and $K=2$ (elliptic) cases in the following subsections.

### 5.3 One-loop anomalous dimension and filling fraction

The anomalous dimension and the filling fraction of the general elliptic solution for the closed spin chain case can be seen from appendix A, where the Riemann-Hilbert problem associated with the elliptic solutions is solved up to the three-loop level. Consequently, the generic formula for the one-loop anomalous dimension can be extracted from (A.21). The anomalous dimension of the defect operator (3.8) is related to that of a single trace operator as (5.4), and is given by

$$
\begin{align*}
\gamma_{\mathrm{g}}(n ; \xi)=- & \frac{n^{2} \lambda}{8 \pi^{2} L}(\mathbf{K}(1-\xi)+i \mathbf{K}(\xi)) \\
& \times[-2 \mathbf{E}(1-\xi)+2 i \mathbf{E}(\xi)+(1+\xi) \mathbf{K}(1-\xi)-i(1-\xi) \mathbf{K}(\xi)] \tag{5.16}
\end{align*}
$$

Here the real part of the elliptic moduli $\xi$ takes a value in $[0,1]$, and the integer $n$ is the mode number for the single (elliptic) contour associated with the open spin chain solution. When $n$ is an even integer, say $2 n^{\prime}$, (5.16) is equal to the one-loop anomalous dimension for the closed spin chain with mode number $n$ '. As is obvious from the 'doubling trick' procedure, the filling fraction for the open spin chain is just the same as the closed spin chain case, which we see from (A.19) as

$$
\begin{equation*}
\alpha_{\mathrm{g}}(\xi)=\frac{1}{2}-\frac{1}{2 \sqrt{\xi}} \frac{\mathbf{E}(1-\xi)-i(\mathbf{E}(\xi)-\mathbf{K}(\xi))}{\mathbf{K}(1-\xi)+i \mathbf{K}(\xi)} . \tag{5.17}
\end{equation*}
$$

## Halved double contour solution

The filling fraction and the one-loop anomalous dimension of the halved double contour solution in the $\mathrm{SU}(2)$ sector can be obtained from the generic formulae (5.17) and (5.16) by analytic continuing them past $\xi=0$. These are given by

$$
\begin{equation*}
\alpha_{\mathrm{DC}}(\xi)=\frac{1}{2}-\frac{1}{2 \sqrt{\xi}} \frac{\mathbf{E}(1-\xi)}{\mathbf{K}(1-\xi)}, \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{\mathrm{DC}}(n ; \xi)=-\frac{n^{2} \lambda}{8 \pi^{2} L} \mathbf{K}(1-\xi)[-2 \mathbf{E}(1-\xi)+(1+\xi) \mathbf{K}(1-\xi)] \tag{5.19}
\end{equation*}
$$



Figure 5: (Halved) double contour solutions in the $\mathrm{SU}(2)$ (upper) and the $\mathrm{SL}(2)$ (lower) sectors.

The halved double contour solution in the $\mathrm{SL}(2)$ sector has almost the same expressions as (5.18) and (5.19), only to be negated, i.e.,

$$
\begin{align*}
\widetilde{\alpha}_{\mathrm{DC}}(\zeta) & =-\frac{1}{2}+\frac{1}{2 \sqrt{\zeta}} \frac{\mathbf{E}(1-\zeta)}{\mathbf{K}(1-\zeta)}  \tag{5.20}\\
\widetilde{\gamma}_{\mathrm{DC}}(n ; \zeta) & =\frac{n^{2} \lambda}{8 \pi^{2} L} \mathbf{K}(1-\zeta)[-2 \mathbf{E}(1-\zeta)+(1+\zeta) \mathbf{K}(1-\zeta)] \tag{5.21}
\end{align*}
$$

As we have mentioned before, in order for (5.19) and (5.21) to represent the one-loop anomalous dimension of the open spin chain solution, which results from the closed one via the 'doubling trick', the mode number $n$ has to be an even integer. Indeed, $\gamma_{\mathrm{DC}}(2 n ; \xi)$ and $\widetilde{\gamma}_{\mathrm{DC}}(2 n ; \zeta)$ (i.e., the anomalous dimensions of the open spin chains with the mode number $2 n$ ) are equal to those of the corresponding closed spin chains with mode number $n$, which are $n^{2}$ times eqs. (2.8) and (C.12) of 11, respectively.

## Halved imaginary root solution

The filling fraction and the one-loop anomalous dimension of the halved imaginary root solution are obtained by the following procedure. First, let us analytic continue the generic functions (5.17) and (5.16) past $\xi=1$, then modular transform the resulting expressions using the relations (B.4)-(B.5). As the result, we obtain the filling fraction,

$$
\begin{equation*}
\alpha_{\mathrm{IR}}(\eta)=\frac{\mathbf{K}(\eta)-\mathbf{E}(\eta)+\sqrt{\eta} \mathbf{K}(\eta)}{2 \sqrt{\eta} \mathbf{K}(\eta)} \tag{5.22}
\end{equation*}
$$



Figure 6: (Halved) imaginary root solution in the $\mathrm{SU}(2)$ sector.
and the one-loop anomalous dimension,

$$
\begin{equation*}
\gamma_{\mathrm{IR}}(n ; \eta)=\frac{n^{2} \lambda}{8 \pi^{2} L} \mathbf{K}(\eta)[2 \mathbf{E}(\eta)-(1-\eta) \mathbf{K}(\eta)] \tag{5.23}
\end{equation*}
$$

where the new moduli is related to the old one via $\eta=1 / \xi \in[0,1]$. Similar to the halved double contour case, $\gamma_{\mathrm{IR}}(2 n ; \eta)$ is equal to the one-loop anomalous dimension of closed spin chain solution having a condensate of density $n$, which is $n^{2}$ times eq. (D.4) of [11]. ${ }^{9}$

### 5.4 Endpoints of Bethe string

It is valuable to note the expressions for the endpoints of the elliptic solutions just we have seen. We denote the four endpoints of the elliptic solution (after taking the scaling limit) as $\pm a(n ; \xi)$ and $\pm b(n ; \xi)$ where $\xi$ is the same moduli parameter utilized to describe the filling fraction and the one-loop anomalous dimension in the previous subsection. Their generic forms can be cast into the forms,

$$
\begin{equation*}
a(n ; \xi)=\frac{1}{4 n(\mathbf{K}(1-\xi)+i \mathbf{K}(\xi))}, \quad b(n ; \xi)=\frac{1}{4 n \sqrt{\xi}(\mathbf{K}(1-\xi)+i \mathbf{K}(\xi))} . \tag{5.24}
\end{equation*}
$$

The endpoints of the double contour solution can be obtained by analytic continuing them past $\xi=0$, and we obtain

$$
\begin{equation*}
a(n ; \xi) \equiv \frac{1}{4 n \mathbf{K}(1-\xi)}, \quad b(n ; \xi) \equiv \frac{1}{4 n \sqrt{\xi} \mathbf{K}(1-\xi)} \tag{5.25}
\end{equation*}
$$

where $0<\operatorname{Re} \xi<1$. To get the endpoints of the imaginary root case, all we have to do is to rewrite the moduli from $\xi$ to $\eta=1 / \xi$. As a result we have

$$
\begin{equation*}
-i t(n ; \eta) \equiv-\frac{i}{4 n \sqrt{\eta} \mathbf{K}(\eta)}, \quad-i s(n ; \eta) \equiv-\frac{i}{4 n \mathbf{K}(\eta)} \tag{5.26}
\end{equation*}
$$

[^7]
## One-loop Anomalous Dimension



Figure 7: One-loop anomalous dimension vs. filling fraction. The anomalous dimension $\gamma_{\mathrm{g}}$ (divided by $\lambda / L)$ for each string solution is shown as a function of $\alpha_{\mathrm{g}}$. Here the mode number ( $\mathcal{B}$-cycle) for the halved double contour solution is $n=2$, the condensation density ( $\mathcal{A}$-cycle) for the halved imaginary root solution is $n=4$ and the mode number for the rational (single-cut) solution is $n=2$. To obtain an elliptic open spin chain solution from a closed one via the doubling trick, the $\mathcal{A}$ - or $\mathcal{B}$-cycle associated with the closed case has to be even. The figure can be compared to the $\alpha_{\mathrm{s}}<1 / 2$ region of figure 2 in the string theory side. We also note that the curve for the double contour distribution has a singular point (turning point) at $\xi=-1$.

Note that the elliptic moduli are related to the endpoints as

$$
\begin{equation*}
\xi=\frac{a(n ; \xi)^{2}}{b(n ; \xi)^{2}}, \quad \eta=\frac{s(n ; \eta)^{2}}{t(n ; \eta)^{2}} \tag{5.27}
\end{equation*}
$$

Here the region $0<\operatorname{Re} \xi<1$ corresponds to the double contour solution, whereas $1<\operatorname{Re} \xi$, i.e., $0<\operatorname{Re} \eta<1$, to the imaginary root one.

### 5.5 Rational limit in gauge theory

In this subsection we consider the rational solutions in the spin chain side. We can reach a rational solution by taking $\eta \rightarrow 0$ limit in the imaginary root solution [10, 12]. In this limit the outer branch points $\pm i t$ in the rescaled complex plane go to infinity, whereas the inner ones remain at finite distance from the origin:

$$
\begin{equation*}
( \pm i s(n ; \eta), \pm i t(n ; \eta)) \quad \underset{\eta \rightarrow 0}{ } \quad\left( \pm \frac{i}{2 n \pi}, \pm i \infty\right) \tag{5.28}
\end{equation*}
$$

Thus the original Riemann surface with two cuts reduces to the one with single-cut, with nonzero condensate between two branch points, giving a non-vanishing $\mathcal{A}$-cycle for the cut. In this limit the filling fraction and the one-loop anomalous dimension become

$$
\begin{equation*}
\alpha_{\mathrm{IR}}(\eta) \quad \underset{\eta \rightarrow 0}{\longrightarrow} \frac{1}{2}, \quad \gamma_{\mathrm{IR}}(n ; \eta) \quad \underset{\eta \rightarrow 0}{\longrightarrow} \frac{n^{2} \lambda}{8 L} \tag{5.29}
\end{equation*}
$$

We see that they match to the string theory results (2.60) via the identification: $n_{\text {gauge }}=$ $2 n_{\text {string }}$ and $L=J$.

This type of rational solution can be physically equivalent to another configuration of Bethe string; a single-cut solution of the Riemann-Hilbert problem (12]:

$$
\begin{equation*}
2 f_{\mathcal{C}} d \xi \frac{\rho(\xi)}{x-\xi}=\frac{1}{x}+2 \pi n, \quad(x \in \mathcal{C}) \tag{5.30}
\end{equation*}
$$

where $\mathcal{C}$ denotes the single Bethe string. In the closed spin chain case, the ratio of the momentum, which is given by

$$
\begin{equation*}
P=\frac{1}{L} \sum_{k=1}^{J} \frac{1}{x-x_{k}} \equiv m \tag{5.31}
\end{equation*}
$$

to the mode number $n$ defines the filling fraction,

$$
\begin{equation*}
\alpha=\frac{m}{n} . \tag{5.32}
\end{equation*}
$$

In terms of these parameters the elliptic curve on the Riemann surface is represented by

$$
\begin{equation*}
y^{2}=x^{2}-\frac{2 \alpha-1}{\pi n} x+\frac{1}{4 \pi^{2} n^{2}}, \tag{5.33}
\end{equation*}
$$

from which we can read off the coefficients defining the Riemann surface (5.12) as

$$
\begin{equation*}
c_{1}=-\frac{2 \alpha-1}{\pi n}, \quad c_{2}=\frac{1}{4 \pi^{2} n^{2}} . \tag{5.34}
\end{equation*}
$$

Finally we get the one-loop energy for the single cut solution by inserting these coefficients to the general formula (5.14) as

$$
\begin{equation*}
\gamma=\frac{\lambda}{8 \pi^{2} L}\left(\frac{1}{4 c_{2}}-\frac{c_{1}^{2}}{16 c_{2}^{2}}\right)=\frac{\lambda n^{2} \alpha(1-\alpha)}{2 L} . \tag{5.35}
\end{equation*}
$$

It takes the maximum value at $\alpha=1 / 2$, which turns out to give the same result as the $\alpha_{\mathrm{IR}} \rightarrow 1 / 2$ limit of the elliptic imaginary root case (5.29).

The single-cut solution in the $\mathrm{SL}(2)$ sector (15] can be obtained just by negating the $\alpha$ and $\gamma$ simultaneously, as we have noted before, as a realization of the 'analytic continuation' in gauge theory.

Here we should remark when and how the doubling trick works for the single-cut solution above. Let us remind that the Bethe roots for the closed spin chain have to distribute symmetrically with respect to the origin, in order for the doubling trick to work well. With this in mind, we see that the doubling trick works only for the single-cut solution in the $\operatorname{SU}(2)$ sector with $\alpha=1 / 2$. In this case, the two branch points of the single-cut go to $\pm i /(2 n \pi)$ on the imaginary axis, and the configuration of the Bethe string in the Riemann surface becomes equivalent to that of the $\alpha \rightarrow 1 / 2$ limit of the imaginary root solution, which has a well-established doubling trick interpretation between the closed and open cases. Note that we have encountered similar situation in the string theory side, see the argument below (2.62).

## 5.6 $\mathrm{SU}(3)$ sector

We conclude this section by making some comments on the duality in the $\mathrm{SU}(3)$ sector. In the closed case, the $\mathrm{SU}(3)$ sector of $\mathcal{N}=4 \mathrm{SYM}$ is closed at one-loop level. But, in the open case, the $\operatorname{SU}(3)$ sector is not closed any more due to the presence of defect interactions. To see this, let us concentrate on the left endpoint of the dCFT operator, $\bar{q}_{1} X$, where $X$ is either one of $Z, W$ and $V$ with

$$
\begin{equation*}
Z=\left(X_{\mathrm{H}}^{1}+i X_{\mathrm{H}}^{2}\right) / \sqrt{2}, \quad W=\left(X_{\mathrm{V}}^{3}+i X_{\mathrm{V}}^{4}\right) / \sqrt{2}, \quad V=\left(X_{\mathrm{H}}^{5}+i X_{\mathrm{V}}^{6}\right) / \sqrt{2} \tag{5.36}
\end{equation*}
$$

One can show from a direct computation that the operator $\bar{q}_{1} X$ mixes with $3 \bar{q}_{1} V-\bar{q}_{1} \bar{V}+$ $2 \bar{q}_{2} Z$ as well as $\bar{q}_{1} Z$ and $\bar{q}_{1} W$ from the one-loop effect. This implies that the $\mathrm{SU}(3)$ sector is not closed in this open case. This observation is consistent with the analysis in the open string side where we cannot construct three-spin solutions satisfying the boundary conditions supplied by the D5-brane. Concretely speaking, the Cartan charge $J_{3} \equiv J_{56}$ defined by (2.18) has to be zero in our brane setup.

## 6. Conclusion and discussion

In the string theory side, we have considered rotating string solutions for open strings on an $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$-brane in the bulk $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ background. We have first formulated the coordinate system to specify the sigma model charges such as energy and spins, then we considered two-spin solution in the $\mathrm{SL}(2)$ and the $\mathrm{SU}(2)$ sectors with appropriate rotating string ansatze. On the other hand, in the gauge theory side, we computed the matrix of anomalous dimension for the $\mathrm{SU}(2)$ sector and showed it was represented by an open integrable spin chain with diagonal boundary. Then we carried out the Bethe ansatz to diagonalize the anomalous dimension matrix, and showed the boundary condition for the Bethe wavefunction matched to that of the open string in the $\mathrm{SU}(2)$ sector of string theory. For the SL(2) sector, we discussed what the contribution of the defect interaction to the anomalous dimension should be to satisfy the boundary condition, which was expected from that of corresponding string feature in light of the AdS/CFT duality.

We now make some comments on the duality at the higher-loop level. In the string theory side, the doubling trick relation (2.41) still holds for the higher-loop level, really for the all-loop level. But It is not the case with the gauge theory side, where we must prove the relation (5.4) order-by-order in $\lambda$. In section 3 we computed the anomalous dimension matrix for the operators (3.8) at the one-loop level and showed it was represented by an integrable open chain hamiltonian. At the higher loop level, however, the integrability of the anomalous dimension matrix including the defect interactions has not been proved yet. Hence it would be interesting to examine whether or not it supplies integrable boundaries, and if it should be integrable, then what open spin chain model corresponds to the $\mathrm{SU}(2)$ sector of the dCFT at the higher loop. In closed case, it is known that the $\mathrm{SU}(2)$ sector can be mapped to the Inozemtsev spin chain model up to the three-loop level [21], and it may be the case of our open spin chain with boundary conditions.

It is also interesting to investigate how the doubling trick relations on both sides of the duality are affected by the finite-size correction. But it is not easy to compare the string
energy corrected in powers of $1 / J$ with the anomalous dimension of the SYM operators corrected by $1 / L$, even in the closed case. ${ }^{10}$ It would also be meaningful to study stability conditions for open string solutions and finite size effects in open spin chain, along the line of [5, 59-61.

As another direction, it would be interesting to consider other AdS-brane cases (for the classification of $1 / 2$ BPS AdS-branes, see [62]-665]). The action of the dCFT is wellestablished in the $\mathrm{AdS}_{4} \times \mathrm{S}^{2}$ case, but otherwise it is not the case. Hence it may seem impossible to compute the matrix of anomalous dimension in the standard perturbative calculation. However, assuming the integrability of the dCFT, one may obtain the expression of the anomalous dimension matrix by the symmetry argument. That is to say, the boundary terms may be determined from the unbroken symmetries in the presence of the AdS-brane. Studies in this direction should give a promising way to clarify the AdS/dCFT duality.

Furthermore, our formulation developed in this paper can be applied to the (dual) giant graviton case. In this case the anomalous dimension matrix is represented by an open integrable spin chain as shown in [37, 38]. It is interesting to consider open rotating strings on the giant graviton according to our method. It would be also interesting to examine a non-supersymmetric background case [66], where the open string states (open chains) attaching to the giant graviton acquire some extra deformation parameters. We will report on these subjects in the near future as another publication.

We hope that our arguments for boundary conditions could be a clue to discuss open strings in studying the AdS/CFT duality at far-from BPS regime.
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## A. Elliptic solutions for higher loops

Let us compute the anomalous dimensions of the SYM operators in the $\mathrm{SU}(2)$ elliptic sector (for the rational case, see appendix of [67]). We consider the "long" single trace operators composed of two complex scalars $Z$ and $W$,

$$
\begin{equation*}
\operatorname{Tr}\left(Z^{J_{1}} W^{J_{2}}\right)+\text { perm } \tag{A.1}
\end{equation*}
$$

in the limit where both $J_{1}$ and $J_{2}$ are sufficiently large (i.e., in the Frolov-Tseytlin sector). Here $J_{2}$ is the 'magnon' (or 'impurity') number. The general solution for the one-loop anomalous dimension matrix of (A.1) has been derived in [12] from the viewpoint of the Riemann-Hilbert problem. We extend this result to the three-loop level.

[^8]
## A. 1 Bethe ansatz for higher loops

Let us brush up the notion of Bethe ansatz and the associated Riemann-Hilbert problem. In [21], the integrable structure in the $\mathrm{SU}(2)$ sector of SYM is identified with that of the Inozemtsev spin chain up to the three-loop level. The asymptotic Bethe ansatz equations for the $\mathrm{SU}(2)$ sector are given by

$$
\begin{equation*}
\left(\frac{u_{j}+i / 2}{u_{j}-i / 2}\right)^{L}=\prod_{\substack{k=1 \\ k \neq j}}^{J_{2}} \frac{\varphi_{j}-\varphi_{k}+i}{\varphi_{j}-\varphi_{k}-i} \tag{A.2}
\end{equation*}
$$

The rapidities $\left\{\varphi_{j}\right\}$ are related to the quasi-momenta $\left\{p_{j}\right\}$ as ${ }^{11}$

$$
\begin{equation*}
\varphi(p)=\frac{1}{2} \cot \frac{p}{2}+2 \sum_{n>0} \frac{t^{n} \sin p}{\left(1-t^{n}\right)^{2}+4 t^{n} \sin ^{2} \frac{p}{2}} \tag{A.3}
\end{equation*}
$$

where the parameter $t=t(\lambda)$ is defined by the relation

$$
\begin{equation*}
\frac{\lambda}{16 \pi^{2}}=\sum_{n>0} \frac{t^{n}}{\left(1-t^{n}\right)^{2}} \tag{A.4}
\end{equation*}
$$

By using these relations, the anomalous dimensions of two typical distributions of Bethe roots, the double contour and the imaginary root solution, are calculated up to the third order in [21]. There the Bethe equations are solved for each of the concrete distributions of the Bethe roots. On the other hand, in the one-loop analysis, it is shown in 12 that both of the solutions can be considered as the special cases of a single, general elliptic solution that has symmetric two cuts on the Riemann surfaces. In the following, we generalize the one-loop results of 12 to the three-loops.

## A. 2 Anomalous dimension formula at the three-loop level

We shall give a recipe for a general two-cut, three-loop formula of the anomalous dimension in the $\mathrm{SU}(2)$ sector. ${ }^{12}$

## General two-cut case

The anomalous dimension per unit length of the spin chain, or 'energy density', at the three-loop level can be computed from the resolvent $G(x)$ :

$$
\begin{equation*}
\frac{\gamma}{L}=-\oint \frac{d x}{2 \pi i} G(x)\left(\frac{\widetilde{\lambda}}{8 \pi^{2}} \frac{1}{x^{2}}+\frac{3 \widetilde{\lambda}^{2}}{128 \pi^{4}} \frac{1}{x^{4}}+\frac{5 \widetilde{\lambda}^{3}}{1024 \pi^{6}} \frac{1}{x^{6}}+\mathcal{O}\left(\widetilde{\lambda}^{4}\right)\right) \tag{A.5}
\end{equation*}
$$

[^9]where $\widetilde{\lambda}=\lambda / L^{2}$ is the BMN coupling constant, and the length of the spin chain is $L$. In order to compute the energy density, all we have to do is to find out the form of $G(x)$ expanded around $x=0$. The Riemann surface of a general two-cut solution is given by
\[

$$
\begin{equation*}
y^{2}=x^{4}+c_{1} x^{3}+c_{2} x^{2}+c_{3} x+c_{4}, \tag{A.6}
\end{equation*}
$$

\]

and the two-cut solution of Bethe equations are constructed with a meromorphic differential on (A.6). Following the procedure proposed in [12], we introduce the three-loop level quasimomentum,

$$
\begin{equation*}
p(x)=G(x)-\frac{1}{2 x}-\frac{\tilde{\lambda}}{16 \pi^{2}} \frac{1}{x^{3}}-\frac{3 \widetilde{\lambda}^{2}}{256 \pi^{4}} \frac{1}{x^{5}} . \tag{A.7}
\end{equation*}
$$

Here we have used the result of [21] to write down the coefficients in the r.h.s. of eq. (A.7). Then the most general form of the differential is given by

$$
\begin{equation*}
d p=\frac{d x}{y}\left(\frac{a_{-5}}{x^{6}}+\frac{a_{-4}}{x^{5}}+\frac{a_{-3}}{x^{4}}+\frac{a_{-2}}{x^{3}}+\frac{a_{-1}}{x^{2}}+\frac{a_{0}}{x}+a_{1}\right), \tag{A.8}
\end{equation*}
$$

and the coefficients $a_{0}, \ldots, a_{-5}$ are fixed by the condition that the integration of (A.8) matches up to (A.7). Thus we find the coefficients to be

$$
\begin{aligned}
a_{0}= & \frac{3}{32768 \pi^{4} c_{4}^{9 / 2}}\left(-5 \lambda^{2} c_{3}^{2}+20 \lambda^{2} c_{2} c_{4}+128 \pi^{2} \lambda c_{4}^{2}\right)\left(5 c_{3}^{3}-12 c_{2} c_{3} c_{4}+8 c_{1} c_{4}^{2}\right) \\
& +\frac{3}{32768 \pi^{4} c_{4}^{9 / 2}}\left(-3 c_{3}^{2}+4 c_{2} c_{4}\right)\left(5 \lambda^{2} c_{3}^{3}-20 \lambda^{2} c_{2} c_{3} c_{4}+40 \lambda^{2} c_{1} c_{4}^{2}+128 \pi^{2} \lambda c_{3} c_{4}^{2}\right) \\
& -\frac{15 \lambda^{2} c_{3}}{65536 \pi^{4} c_{4}^{9 / 2}}\left(35 c_{3}^{4}-120 c_{2} c_{3}^{2} c_{4}+96 c_{1} c_{3} c_{4}^{2}+16\left(3 c_{2}^{2}-4 c_{4}\right) c_{4}^{2}\right) \\
& -\frac{15 \lambda^{2}}{65536 \pi^{4} c_{4}^{9 / 2}}\left(-63 c_{3}^{5}+280 c_{2} c_{3}^{3} c_{4}-240 c_{1} c_{3}^{2} c_{4}^{2}-48 c_{3}\left(5 c_{2}^{2}-4 c_{4}\right) c_{4}^{2}+192 c_{1} c_{2} c_{4}^{3}\right) \\
& -\frac{c_{3}}{65536 \pi^{4} c_{4}^{9 / 2}}\left(75 \lambda^{2} c_{3}^{4}-360 \lambda^{2} c_{2} c_{3}^{2} c_{4}+240 \lambda^{2} c_{2}^{2} c_{4}^{2}+480 \lambda^{2} c_{1} c_{3} c_{4}^{2}\right. \\
& \left.\quad+768 \pi^{2} \lambda c_{3}^{2} c_{4}^{2}-960 \lambda^{2} c_{4}^{3}-3072 \pi^{2} \lambda c_{2} c_{4}^{3}-16384 \pi^{4} c_{4}^{4}\right), \\
a_{-1}= & -\frac{1}{32768 \pi^{4} c_{4}^{7 / 2}}\left(75 \lambda^{2} c_{3}^{4}-360 \lambda^{2} c_{2} c_{3}^{2} c_{4}+240 \lambda^{2} c_{2}^{2} c_{4}^{2}+480 \lambda^{2} c_{1} c_{3} c_{4}^{2}\right. \\
a_{-2}= & \frac{3}{4096 \pi^{4} c_{4}{ }^{5 / 2}}\left(5 \lambda^{2} c_{3}^{3}-20 \lambda^{2} c_{2} c_{3} c_{4}+40 \lambda_{3}^{2} c_{1} c_{4}^{2}+128 \pi^{2} \lambda c_{3} c_{4}^{2}\right), \\
a_{-3}= & \left.\frac{3}{2048 \pi^{4} c_{4}^{3 / 2}}\left(-5 \lambda^{2} c_{3}^{2}+20 \lambda^{2} c_{2} c_{4}+128 \pi^{2} \lambda c_{4}^{2}\right), 3072 \pi^{2} \lambda c_{2}^{3} c_{4}-16384 \pi^{4} c_{4}^{4}\right), \\
a_{-4}= & \frac{15 \lambda^{2} c_{3}}{512 \pi^{4} \sqrt{c_{4}}}, \\
a_{-5}= & \frac{15 \lambda^{2} \sqrt{c_{4}}}{256 \pi^{4}},
\end{aligned}
$$

and the normalization condition fixes $a_{1}$ as

$$
\begin{equation*}
a_{1}=\frac{1}{2}-\alpha, \tag{A.9}
\end{equation*}
$$

where $\alpha$ is the filling fraction. Putting all the ingredients into the pot (A.5), we obtain that

$$
\begin{align*}
& \frac{\gamma}{L}=\frac{\widetilde{\lambda}}{8 \pi^{2}}\left(\frac{c_{3}^{2}}{16 c_{4}^{2}}-\frac{c_{2}}{4 c_{4}}+\frac{a_{1}}{\sqrt{c_{4}}}\right) \\
& +\frac{\widetilde{\lambda}^{2}}{128 \pi^{4}}\left(\frac{45 c_{3}^{4}}{256 c_{4}^{4}}-\frac{27 c_{2} c_{3}^{2}}{32 c_{4}^{3}}+\frac{3 a_{1} c_{3}^{2}}{8 c_{4}{ }^{5 / 2}}+\frac{9 c_{2}^{2}}{16 c_{4}^{2}}+\frac{c_{1} c_{3}}{c_{4}^{2}}-\frac{a_{1} c_{2}}{2 c_{4}^{3 / 2}}-\frac{7}{4 c_{4}}\right) \\
& +\frac{\widetilde{\lambda}^{3}}{1024 \pi^{6}}\left(\frac{285 c_{3}^{6}}{1024 c_{4}{ }^{6}}-\frac{467 c_{2} c_{3}^{4}}{256 c_{4}^{5}}+\frac{35 a_{1} c_{3}^{4}}{128 c_{4}^{9 / 2}}+\frac{195 c_{2}^{2} c_{3}^{2}}{64 c_{4}^{4}}+\frac{2 c_{1} c_{3}^{3}}{c_{4}^{4}}-\frac{15 a_{1} c_{2} c_{3}^{2}}{16 c_{4}^{7 / 2}}-\frac{13 c_{2}^{3}}{16 c_{4}^{3}}\right. \\
& \left.\quad-\frac{9 c_{1} c_{2} c_{3}}{2 c_{4}^{3}}-\frac{39 c_{3}^{2}}{16 c_{4}^{3}}+\frac{3 a_{1} c_{2}^{2}}{8 c_{4}^{5 / 2}}+\frac{3 a_{1} c_{1} c_{3}}{4 c_{4}^{5 / 2}}+\frac{21 c_{1}^{2}}{16 c_{4}^{2}}+\frac{3 c_{2}}{c_{4}^{2}}-\frac{a_{1}}{2 c_{4}^{3 / 2}}\right) \widetilde{\lambda}^{3}+\mathcal{O}\left(\widetilde{\lambda}^{4}\right) . \tag{A.10}
\end{align*}
$$

## Symmetric two-cut case

Now we consider the symmetric two-cut cases, where the Riemann surface ( A.6) is given by

$$
\begin{equation*}
y^{2}=\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right) \tag{A.11}
\end{equation*}
$$

with two cuts $(a, b)$ and $(-b,-a)$ on a double cover of the complex plane. The differential (A.8) now reduces to

$$
\begin{array}{r}
d p=-\frac{d x}{\sqrt{\left(b^{2}-x^{2}\right)\left(x^{2}-a^{2}\right)}}\left[\frac{1}{2}-\alpha-\frac{a b}{2 x^{2}}+\frac{3 \widetilde{\lambda}}{16 \pi^{2}}\left(-\frac{a b}{x^{4}}+\frac{1}{2 x^{2}} \frac{a^{2}+b^{2}}{a b}\right)\right. \\
\left.+\frac{15 \widetilde{\lambda}^{2}}{256 \pi^{4}}\left(-\frac{a b}{x^{6}}+\frac{1}{2 x^{4}} \frac{a^{2}+b^{2}}{a b}+\frac{1}{8 x^{2}} \frac{\left(a^{2}-b^{2}\right)^{2}}{a^{3} b^{3}}\right)\right] \tag{A.12}
\end{array}
$$

and the periods of $d p$ can be expressed through the complete integrals of the first and the second kind. We assign the mode number $n$ and $-n$ to the two cuts, normalizing the $\mathcal{B}$-period of $d p$ to $4 \pi n$. We also put a condensate of density $m$ between the cuts, giving the $\mathcal{A}$-period $2 \pi m$, i.e.,

$$
\begin{equation*}
\oint_{\mathcal{A}} d p=2 \pi m, \quad \oint_{\mathcal{B}} d p=4 \pi n . \tag{A.13}
\end{equation*}
$$

Converting them into the standard Legendre form with the help of the elliptic integral formulae listed in appendix B, we obtain the following expressions:

$$
\begin{align*}
2 \pi i m= & \frac{1}{b \sqrt{r}}[(1-2 \alpha) \sqrt{r} \mathbf{K}(1-r)-\mathbf{E}(1-r)] \\
& +\frac{\widetilde{\lambda}}{16 \pi^{2}} \frac{1}{b^{3} r \sqrt{r}}[2 r \mathbf{K}(1-r)-(1+r) \mathbf{E}(1-r)] \\
& +\frac{3 \widetilde{\lambda}^{2}}{1024 \pi^{4}} \frac{1}{b^{5} r^{2} \sqrt{r}}\left[4 r(1+r) \mathbf{K}(1-r)-\left(3+2 r+3 r^{2}\right) \mathbf{E}(1-r)\right] \tag{A.14}
\end{align*}
$$

$$
\begin{align*}
2 \pi n= & \frac{1}{b \sqrt{r}}[(1-2 \alpha) \sqrt{r} \mathbf{K}(r)-\mathbf{E}(r)-\mathbf{K}(r)] \\
& +\frac{\tilde{\lambda}}{16 \pi^{2}} \frac{1}{b^{3} r \sqrt{r}}[(1+r) \mathbf{E}(r)-(1-r) \mathbf{K}(r)] \\
& +\frac{3 \widetilde{\lambda}^{2}}{1024 \pi^{4}} \frac{1}{b^{5} r^{2} \sqrt{r}}\left[\left(3+2 r+3 r^{2}\right) \mathbf{E}(r)-\left(3-2 r-r^{2}\right) \mathbf{K}(r)\right] \tag{A.15}
\end{align*}
$$

where the moduli $r$ is defined by

$$
\begin{equation*}
r=\frac{a^{2}}{b^{2}} . \tag{A.16}
\end{equation*}
$$

Let us expand both the moduli $r$ and one of the endpoints $b$ in powers of $\widetilde{\lambda}$ :

$$
\begin{align*}
r & =r_{0}+r_{1} \widetilde{\lambda}+r_{2} \widetilde{\lambda}^{2}+\mathcal{O}\left(\widetilde{\lambda}^{3}\right),  \tag{A.17}\\
b & =b_{0}+b_{1} \widetilde{\lambda}+b_{2} \widetilde{\lambda}^{2}+\mathcal{O}\left(\widetilde{\lambda}^{3}\right), \tag{A.18}
\end{align*}
$$

and eliminate the unwanted parameters by using eqs. (A.14) and (A.15). Then from the $\mathcal{O}\left(\widetilde{\lambda}^{0}\right)$ relation

$$
\begin{equation*}
1-2 \alpha=\frac{1}{\sqrt{r_{0}}} \frac{n \mathbf{E}\left(1-r_{0}\right)+i m\left[\mathbf{E}\left(r_{0}\right)-\mathbf{K}\left(r_{0}\right)\right]}{n \mathbf{K}\left(1-r_{0}\right)-i m \mathbf{K}\left(r_{0}\right)}, \tag{A.19}
\end{equation*}
$$

we can determine the moduli $r_{0}$, with which we can express $\gamma / L$ as

$$
\begin{align*}
\frac{\gamma}{L}= & -\frac{\widetilde{\lambda}}{2 \pi^{2}}(n \widetilde{\mathbf{K}}-i m \mathbf{K})\left[-2 n \widetilde{\mathbf{E}}-2 i m \mathbf{E}+n\left(1+r_{0}\right) \widetilde{\mathbf{K}}+i m\left(1-r_{0}\right) \mathbf{K}\right] \\
- & \frac{\widetilde{\lambda^{2}}}{8 \pi^{4}}(n \widetilde{\mathbf{K}}-i m \mathbf{K})^{3}\left[-4 n\left(1+r_{0}\right) \widetilde{\mathbf{E}}-4 i m\left(1+r_{0}\right) \mathbf{E}\right. \\
& \left.\quad+n\left(1+6 r_{0}+r_{0}^{2}\right) \widetilde{\mathbf{K}}+i m\left(3-2 r_{0}-r_{0}^{2}\right) \mathbf{K}\right] \\
- & \frac{\widetilde{\lambda}^{3}}{4 \pi^{6}}(n \widetilde{\mathbf{K}}-i m \mathbf{K})^{5}\left\{-[n \widetilde{\mathbf{E}}+i m(\mathbf{E}-\mathbf{K})]^{2}(3 n \widetilde{\mathbf{E}}+3 i m \mathbf{E}-n \widetilde{\mathbf{K}}-2 i m \mathbf{K})\right. \\
& \quad[n \widetilde{\mathbf{E}}+i m(\mathbf{E}-\mathbf{K})]\left[2 n^{2} \widetilde{\mathbf{E}}^{2}-2 m^{2} \mathbf{E}^{2}+3 n^{2} \widetilde{\mathbf{K}}^{2}+5 i m n \widetilde{\mathbf{K}} \mathbf{K}+6 m^{2} \mathbf{K}^{2}\right. \\
& \quad-m \mathbf{E}(11 i n \widetilde{\mathbf{K}}+7 m \mathbf{K})+i n \widetilde{\mathbf{E}}(4 m \mathbf{E}+11 i n \widetilde{\mathbf{K}}+7 m \mathbf{K})] \rho_{0} \\
& +\left[-3 n^{3} \widetilde{\mathbf{E}}^{3}+3 i m^{3} \mathbf{E}^{3}+4 n^{3} \widetilde{\mathbf{K}}^{3}+6 i m n^{2} \widetilde{\mathbf{K}}^{2} \mathbf{K}+13 m^{2} n \widetilde{\mathbf{K}} \mathbf{K}^{2}-6 i m^{3} \mathbf{K}^{3}\right. \\
& +n^{2} \widetilde{\mathbf{E}}^{2}(-9 i m \mathbf{E}+11 n \widetilde{\mathbf{K}}-2 i m \mathbf{K}) \\
& +m^{2} \mathbf{E}^{2}(-11 n \widetilde{\mathbf{K}}+2 i m \mathbf{K})+i m \mathbf{E}\left(-18 n^{2} \widetilde{\mathbf{K}}^{2}+14 i m n \widetilde{\mathbf{K}} \mathbf{K}+5 m^{2} \mathbf{K}^{2}\right) \\
& \left.+n \widetilde{\mathbf{E}}\left(9 m^{2} \mathbf{E}^{2}-18 n^{2} \widetilde{\mathbf{K}}^{2}+14 i m n \widetilde{\mathbf{K}} \mathbf{K}+5 m^{2} \mathbf{K}^{2}+2 m \mathbf{E}(11 i n \widetilde{\mathbf{K}}+2 m \mathbf{K})\right)\right] \rho_{0}{ }^{2} \\
& +(n \widetilde{\mathbf{K}}-i m \mathbf{K})\left[n^{2} \widetilde{\mathbf{E}}^{2}-m^{2} \mathbf{E}^{2}+4 n^{2} \widetilde{\mathbf{K}}^{2}-5 i m n \widetilde{\mathbf{K}} \mathbf{K}-2 m^{2} \mathbf{K}^{2}\right. \\
& \left.\quad-m \mathbf{E}(3 i n \widetilde{\mathbf{K}}+m \mathbf{K})+i n \widetilde{\mathbf{E}}(2 m \mathbf{E}+3 i n \widetilde{\mathbf{K}}+m \mathbf{K})] \rho_{0}{ }^{3}\right\} \\
& \times\left\{(n \widetilde{\mathbf{E}}+i m \mathbf{E}-n \widetilde{\mathbf{K}})\left[n \widetilde{\mathbf{E}}+i m(\mathbf{E}-\mathbf{K})+(-n \widetilde{\mathbf{K}}+i m \mathbf{K}) \rho_{0}\right]\right\}^{-1}+\mathcal{O}\left(\widetilde{\lambda}^{4}\right) . \quad(\mathrm{A} .20) \tag{A.20}
\end{align*}
$$

Here we have denoted $\mathbf{K}\left(r_{0}\right), \mathbf{E}\left(r_{0}\right), \mathbf{K}\left(1-r_{0}\right)$ and $\mathbf{E}\left(1-r_{0}\right)$ as $\mathbf{K}, \mathbf{E}, \widetilde{\mathbf{K}}$ and $\widetilde{\mathbf{E}}$, respectively, for simplicity. Equation ( $\widehat{\mathbf{A} .20}$ ) is the general elliptic, three-loop formula with general periods $(n, m)$. It can be used to compute the anomalous dimension in the planar
$\mathrm{SU}(2)$ sector. It is easy to check that the formula (A.20) correctly reproduces the known results of the double contour and the imaginary root solution. For example, when we set $(n, m)=(1,0)$, it reduces to the double contour (or 'folded') case. It exactly agrees with eq. (51) in 21] at the three-loop level. As another case, $(n, m)=(0,2)$ corresponds to the imaginary root (or 'circular') case, reproducing eq. (69) in [2]. Thus we have rederived the known results for the elliptic sector.

Finally we will make some comments on the relation between the double contour and the imaginary root solution. It can be shown that the two allowed solutions are considered as different branches of the same function. To see this, let us set $m=-n$, then the formula ( $\widehat{\text { A. } 20}$ ) reduces to

$$
\begin{align*}
\frac{\gamma}{L}= & -\frac{n^{2} \widetilde{\lambda}}{2 \pi^{2}}(\widetilde{\mathbf{K}}+i \mathbf{K})\left(-2 \widetilde{\mathbf{E}}+2 i \mathbf{E}+\left(1+r_{0}\right) \widetilde{\mathbf{K}}-i\left(1-r_{0}\right) \mathbf{K}\right) \\
& -\frac{n^{4} \widetilde{\lambda}^{2}}{8 \pi^{4}}(\widetilde{\mathbf{K}}+i \mathbf{K})^{3}\left[-4\left(1+r_{0}\right) \widetilde{\mathbf{E}}+4 i\left(1+r_{0}\right) \mathrm{E}+\left(1+6 r_{0}+r_{0}^{2}\right) \widetilde{\mathbf{K}}-i\left(3-2 r_{0}-r_{0}^{2}\right) \mathbf{K}\right] \\
& -\frac{n^{6} \widetilde{\lambda}^{3}}{4 \pi^{6}}(\widetilde{\mathbf{K}}+i \mathbf{K})^{5}\left\{-[\widetilde{\mathbf{E}}-i(\mathbf{E}-\mathbf{K})]^{2}(3 \widetilde{\mathbf{E}}-3 i \mathbf{E}-\widetilde{\mathbf{K}}+2 i \mathbf{K})-[\widetilde{\mathbf{E}}-i(\mathbf{E}-\mathbf{K})]\right. \\
& \times\left[2 \widetilde{\mathbf{E}}^{2}-2 \mathrm{E}^{2}+3 \widetilde{\mathbf{K}}^{2}-5 i \widetilde{\mathbf{K}} \mathbf{K}+6 \mathbf{K}^{2}+\mathbf{E}(11 i \widetilde{\mathbf{K}}-7 \mathbf{K})+i \widetilde{\mathbf{E}}(-4 \mathbf{E}+11 i \widetilde{\mathbf{K}}-7 \mathrm{~K})\right] \rho_{0} \\
& +\left[-3 \widetilde{\mathbf{E}}^{3}-3 i \mathbf{E}^{3}+4 \widetilde{\mathbf{K}}^{3}-6 i \widetilde{\mathbf{K}}^{2} \mathbf{K}+13 \widetilde{\mathbf{K}} \mathbf{K}^{2}+6 i \mathbf{K}^{3}+\widetilde{\mathbf{E}}^{2}(9 i \mathbf{E}+11 \widetilde{\mathbf{K}}+2 i \mathbf{K})\right. \\
& +\mathbf{E}^{2}(-11 \widetilde{\mathbf{K}}-2 i \mathbf{K})-i \mathbf{E}\left(-18 \widetilde{\mathbf{K}}^{2}-14 i \widetilde{\mathbf{K}} \mathbf{K}+5 \mathbf{K}^{2}\right) \\
& \left.+\widetilde{\mathbf{E}}\left(9 \mathbf{E}^{2}-18 \widetilde{\mathbf{K}}^{2}-14 i \widetilde{\mathbf{K}} \mathbf{K}+5 \mathbf{K}^{2}-2 \mathbf{E}(11 i \widetilde{\mathbf{K}}-2 \mathbf{K})\right)\right] \rho_{0}{ }^{2} \\
+ & (\widetilde{\mathbf{K}}+i \mathbf{K})\left[\widetilde{\mathbf{E}}^{2}-\mathbf{E}^{2}+4 \widetilde{\mathbf{K}}^{2}+5 i \widetilde{\mathbf{K}} \mathbf{K}-2 \mathbf{K}^{2}+\mathbf{E}(3 i \widetilde{\mathbf{K}}-\mathbf{K})\right. \\
& \left.+i \widetilde{\mathbf{E}}(-2 \mathbf{E}+3 i \widetilde{\mathbf{K}}-\mathbf{K})] \rho_{0}{ }^{3}\right\} \\
& \times\left\{(n \widetilde{\mathbf{E}}-i \mathbf{E}-\widetilde{\mathbf{K}})\left[\widetilde{\mathbf{E}}-i(\mathbf{E}-\mathbf{K})+(-\widetilde{\mathbf{K}}-i \mathbf{K}) \rho_{0}\right]\right\}^{-1}+\mathcal{O}\left(\widetilde{\lambda}^{4}\right) . \tag{A.21}
\end{align*}
$$

Complete elliptic integrals $\mathbf{E}(x)$ and $\mathbf{K}(x)$ have a logarithmic branch-point at $x=1$, which turns out to be $r_{0}=0$ and $r_{0}=1$ in our case. Taking account of the discontinuities, which come from the analytical continuation through the singular points, one can show that the double contour solution is obtained as a branch continued past $r_{0}=0$, while the imaginary root solution as a branch continued past $r_{0}=1$. The former corresponds to a folded rotating string folding $n$ times onto itself, and the latter to a circular rotating string winding $2 n$ times around itself.

## B. Elliptic integrals and elliptic functions

## B. 1 Complete elliptic integrals

Definition Our convention for the complete elliptic integrals of the first and the second kind are as follows:

$$
\begin{equation*}
\mathbf{K}(r) \equiv \int_{0}^{1} \frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-r x^{2}\right)}}=\int_{0}^{\pi / 2} \frac{d \varphi}{\sqrt{1-r \sin ^{2} \varphi}} \tag{B.1}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{E}(r) \equiv \int_{0}^{1} d x \sqrt{\frac{1-r x^{2}}{1-x^{2}}} \quad=\int_{0}^{\pi / 2} d \varphi \sqrt{1-r \sin ^{2} \varphi} \tag{B.2}
\end{equation*}
$$

These are related to the hypergeometric functions as

$$
\begin{equation*}
{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}, \frac{1}{2} ; 1 ; x\right)=\frac{2}{\pi} \mathbf{K}(x), \quad{ }_{2} \mathrm{~F}_{1}\left(-\frac{1}{2}, \frac{1}{2} ; 1 ; x\right)=\frac{2}{\pi} \mathbf{E}(x) . \tag{B.3}
\end{equation*}
$$

Modular Transformation The complete elliptic integrals transform under $r \rightarrow 1 / r$ as follows:

$$
\begin{array}{ll}
\mathbf{K}\left(\frac{1}{r}\right) & =\sqrt{r}(\mathbf{K}(r)-i \mathbf{K}(1-r)), \\
\mathbf{E}\left(\frac{1}{r}\right) & =\sqrt{r}[\mathbf{E}(r)+i \mathbf{E}(1-r)-(1-r) \mathbf{K}(r)-i r \mathbf{K}(1-r)], \\
\mathbf{K}\left(1-\frac{1}{r}\right) & =\sqrt{r} \mathbf{K}(1-r), \\
\mathbf{E}\left(1-\frac{1}{r}\right) & =\frac{1}{\sqrt{r}} \mathbf{E}(1-r) . \tag{B.7}
\end{array}
$$

## Legendre Relation

$$
\begin{equation*}
\mathbf{K}(r) \mathbf{E}(1-r)-\mathbf{K}(r) \mathbf{K}(1-r)+\mathbf{E}(r) \mathbf{K}(1-r)=\frac{\pi}{2} . \tag{B.8}
\end{equation*}
$$

## B. 2 Jacobi elliptic functions

Definition The elliptic function $\operatorname{sn}(u, r)$ is defined by

$$
\begin{equation*}
u \equiv \int_{0}^{\operatorname{sn}(u, r)} \frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-r x^{2}\right)}} \tag{B.9}
\end{equation*}
$$

The other two elliptic functions $\mathrm{cn}(u, r)$ and $\mathrm{dn}(u, r)$ are related to $\mathrm{sn}(u, r)$ as

$$
\begin{align*}
& 1=\mathrm{cn}^{2}(u, r)+\operatorname{sn}^{2}(u, r),  \tag{B.10}\\
& 1=\operatorname{dn}^{2}(u, r)+r \mathrm{sn}^{2}(u, r), \tag{B.11}
\end{align*}
$$

and they are defined by

$$
\begin{align*}
\operatorname{cn}(u, r) & =\sqrt{1-\mathrm{sn}^{2}(u, r)}  \tag{B.12}\\
\operatorname{dn}(u, r) & =\sqrt{1-r \mathrm{sn}^{2}(u, r)} . \tag{B.13}
\end{align*}
$$

The sign of the square root is determined so that they are positive definite in the interval $u \in(0, \mathbf{K}(r))$.

Periodicity There are following relations between the complete elliptic integral of the first kind $\mathbf{K}(r)$ and the Jacobi elliptic functions sn $(u, r)$, cn $(u, r)$ :

$$
\begin{align*}
\operatorname{sn}(u+2 \mathbf{K}(r), r) & =-\operatorname{sn}(u, r),  \tag{B.14}\\
\operatorname{cn}(u+2 \mathbf{K}(r), r) & =-\operatorname{cn}(u, r),  \tag{B.15}\\
\operatorname{dn}(u+2 \mathbf{K}(r), r) & =\operatorname{dn}(u, r), \tag{B.16}
\end{align*}
$$

i.e., $4 \mathbf{K}(r)$ is the period of $\operatorname{sn}(u, r)$ and $\mathrm{cn}(u, r)$, while the period of $\mathrm{dn}(u, r)$ is $2 \mathbf{K}(r)$.

## B. 3 Some useful integral formulae

Elliptic integral formulae listed below are useful in the intermediate calculation in appendix A. The moduli parameter $r$ is defined as $r=a^{2} / b^{2}$. Then the following integral formulae are useful for computing the $\mathcal{A}$-cycle of the $(n, m)$-elliptic solution:

$$
\begin{align*}
& \int_{a}^{b} \frac{d x}{\sqrt{\left(b^{2}-x^{2}\right)\left(x^{2}-a^{2}\right)}}=\frac{1}{b} \mathbf{K}(1-r),  \tag{B.17}\\
& \int_{a}^{b} \frac{d x}{x^{2} \sqrt{\left(b^{2}-x^{2}\right)\left(x^{2}-a^{2}\right)}}=\frac{1}{a^{2} b} \mathbf{E}(1-r),  \tag{B.18}\\
& \int_{a}^{b} \frac{d x}{x^{4} \sqrt{\left(b^{2}-x^{2}\right)\left(x^{2}-a^{2}\right)}}=\frac{1}{3 a^{4} b^{3}}\left[2\left(a^{2}+b^{2}\right) \mathbf{E}(1-r)-a^{2} \mathbf{K}(1-r)\right]  \tag{B.19}\\
& \int_{a}^{b} \frac{d x}{x^{6} \sqrt{\left(b^{2}-x^{2}\right)\left(x^{2}-a^{2}\right)}}=\frac{1}{15 a^{6} b^{5}}\left[\left(8 a^{4}+7 a^{2} b^{2}+8 b^{4}\right) \mathbf{E}(1-r)\right. \\
& \left.\quad-4 a^{2}\left(a^{2}+b^{2}\right) \mathbf{K}(1-r)\right] \tag{B.20}
\end{align*}
$$

and the same for the $\mathcal{B}$-cycle:

$$
\begin{align*}
& \int_{b}^{\infty} \frac{d x}{\sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}=\frac{1}{b} \mathbf{K}(r)  \tag{B.21}\\
& \int_{b}^{\infty} \frac{d x}{x^{2} \sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}=\frac{1}{a^{2} b}[\mathbf{K}(r)-\mathbf{E}(r)]  \tag{B.22}\\
& \int_{b}^{\infty} \frac{d x}{x^{4} \sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}=\frac{1}{3 a^{4} b^{3}}\left[\left(a^{2}+2 b^{2}\right) \mathbf{K}(r)-2\left(a^{2}+b^{2}\right) \mathbf{E}(r)\right]  \tag{B.23}\\
& \int_{b}^{\infty} \frac{d x}{x^{6} \sqrt{\left(x^{2}-a^{2}\right)\left(x^{2}-b^{2}\right)}}=\frac{1}{15 a^{6} b^{5}}\left[\left(4 a^{4}+3 a^{2} b^{2}+8 b^{4}\right) \mathbf{K}(r)\right. \\
& \left.\quad-\left(8 a^{4}+7 a^{2} b^{2}+8 b^{4}\right) \mathbf{E}(r)\right] \tag{B.24}
\end{align*}
$$
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[^0]:    ${ }^{1}$ Our definition of $x$ is related to the moduli $q$ used in [8] by the relation $x=1-q$.

[^1]:    ${ }^{2}$ The ratio-of-spins $\alpha$ in eq. (D.9) of 111 is related to (2.58) via $\alpha=1-\alpha_{\text {circ }}$.
    ${ }^{3}$ We thank K. Sakai for useful discussions on this subject.

[^2]:    ${ }^{4}$ This line of study has been done for the $\mathcal{N}=2 \operatorname{Sp}(N / 2)$ SYM theory in 33

[^3]:    ${ }^{5}$ In this section we will omit the prefactor $\lambda /\left(8 \pi^{2}\right)$ in front of $H_{\mathrm{XXX}_{1 / 2}}^{\mathrm{open}}$, since it is not essential to our arguments.

[^4]:    ${ }^{6}$ This feature can also be captured from the viewpoint of the Landau-Lifshitz sigma model approach. When we construct a coherent state for the open $\mathrm{SU}(2)$ chain with the hamiltonian (4.1), the long wavelength macroscopic spin wave 'feels' not only the $L-1$ bulk sites (here $L$ is taken to be sufficiently large),

[^5]:    but also the $1 / 2+1 / 2$ extra sites which correspond to the two defect fields $\bar{q}^{m}, q^{m}$. Hence, in effect, there are $L$ sites in total, giving the same spatial occupation to the spin wave as in the closed case.

[^6]:    ${ }^{7}$ In fact, one can establish a doubling trick for the gauge theory at the level of the un-rescaled Bethe roots. In this case, the set of roots to be doubled by the trick is, one of the Bethe strings $\pm[a, b]$ for the double contour solution, and similarly, one of $\pm[i s, i t]$ for the imaginary root solution.
    ${ }^{8}$ The algebraic curve for the $\operatorname{SO}(6)$ sector $\left(\mathbb{R}_{t} \times \mathrm{S}^{5}\right)$ has been constructed in 56] and the one for the $\mathrm{SO}(4,2)$ sector $\left(\mathrm{AdS}_{5} \times \mathrm{S}^{1}\right)$ is done in 57. This line of study has been extended further to the full $P \operatorname{SU}(2,2 \mid 4)$ sector $\left(\operatorname{AdS}_{5} \times \mathrm{S}^{5}\right)$ in 58.

[^7]:    ${ }^{9}$ The filling fraction $\alpha$ in eq. (D.4) of 11] is related to (5.22) as $\alpha=1-\alpha_{\text {IR }}$.

[^8]:    ${ }^{10}$ The one-loop correction to the energy of closed spinning strings in the $\mathrm{SU}(2)$ and the $\mathrm{SL}(2)$ sectors are calculated in 59 and 60 respectively.

[^9]:    ${ }^{11}$ The rapidity function $\varphi(p)$ has been conjectured to have the all-loop form

    $$
    \varphi(p)=\frac{1}{2} \cot \left(\frac{p}{2}\right) \sqrt{1+\frac{\lambda}{\pi^{2}} \sin ^{2}\left(\frac{p}{2}\right)}
    $$

    for the $\mathrm{SU}(2)$ sector. The all-loop (asymptotic) physics has been also studied intensively [22, 54].
    ${ }^{12}$ The general two-cut problem is also discussed in 68 at the one-loop level.

